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ABSTRACT

The focus of this thesis is to discuss the development and modélarginterface
architecture to be employed for interfacing analog sigmalsiixed-signal SOC. We
claim that the approach that is going to be presented is abbhigve wide frequency
range, and covers a large range of applications with constantmanfce, allied to
digital configuration compatibility. Our primary assumptions tareise a fixed analog
block and to promote application configurability in the digital domainckvieads to a
mixed-signal interface. The use of a fixed analog block avoids tHerp@ance loss
common to configurable analog blocks. The usage of configurability ordigil
domain makes possible the use of all existing tools for high tesgn, simulation and
synthesis to implement the target application, with very good peafazenprediction.
The proposed approach utilizes the concept of frequency translatiomgmot the
input signal followed by its conversion to tha domain, which makes possible the use
of a fairly constant analog block, and also, a uniform treatmeanpat signal from DC
to high frequencies. The programmability is performed inxthealigital domain where
performance can be closely achieved according to applicationfisggon. The
interface performance theoretical and simulation model are dexkfop design space
exploration and for physical design support. Two prototypes are builtremdoterized
to validate the proposed model and to implement some application egaifipdeusage
of this interface as a multi-band parametric ADC and as a dmannels analog
multiplier and adder are shown. The multi-channel analog interfabéeture is also
presented. The characterization measurements support the main gelvaotathe
approach proposed.

Keywords: Sigma-Delta Modulators, Reconfigurable SOC Interface, Sysiam
Chip, FPAA, FPMA, high frequency analog operation.



Uma Interface Modular e Digitalmente Programavel
Baseada em Moduladores Sigma-Delta Passa-Banda
para Sistemas em Chip de Sinais Mistos

RESUMO

O foco desta tese é a descricdo e validacdo de uma arquitetuntzréice para
processamento de sinais analdgicos para SOC de sinais mistberdagem proposta
apresenta a possibilidade de cobertura de uma larga faixa gi@érfoeas com
performance praticamente constante associada a uma estrgitaladéi programacao.

A premissa € usar uma célula analdgica fixa e promover ayooafao da aplicacdo no
dominio digital, levando a uma arquitetura de interface de sinsiesnO emprego de
um bloco analdgico fixo busca eliminar a perda inerente de perfoentkoorrente da
propria estrutura de programacao em circuitos reconfiguraveidgams. A emprego

da programacé&o no dominio digital abre espaco para usos da vaatdegramentas
disponiveis para o projeto em alto nivel de abstracédo, simulacaesesantomatica
para implementar a aplicagcdo alvo com excelente predicdo dommdeo final. A
abordagem proposta baseia-se no conceito de translacdo em fregixeggem) do
sinal de entrada seguida pela sua conversdo para o dobfinid\ estrutura de
processamento possibilita o emprego de um bloco analégico constamtdéentaum
processamento uniforme de sinais de entrada indo de DC atérafjdgéncias. A
aplicacédo é configurada no domiiZia onde a performance pode ser predita de acordo
com as especificagcdes alvo. Objetivando a exploracdo do espacoojd® goi
desenvolvido o modelo de performance tedrico e de simulacdo. Os modelos
desenvolvidos auxiliam no também no projeto fisico da interface propduediv@ndo,
tanto a validacdo dos modelos propostos, bem como o desenvolvimento de aplicacoe
foram construidos dois protétipos. Sdo apresentados os usos da ii@niacem ADC
paramétrico multi-banda e como um multiplicador e um somador de aimadgicos.

E proposta também uma arquitetura para uma interface analogitiacanal. Os
resultados experimentais empregados para a caracterizacaatedaceé proposta
suportam as vantagens da mesma.

Palavras-Chave:Reconfiguracdo analégica, modulador sigma-delta, mixer, FPGA,
circuitos analdgicos de alta freqiéncia.






1 INTRODUCTION

Silicon integrated devices have been experiencing continuous scakwviy wlith
CMOS technology advances what has enabled designers to inotwdeunctionality
in the same integrated circuit. The demand for system-on-a-cOig)(8&pplications is
rapidly growing and creating the necessity of tools able toaseréhe degree of design
automation and prototyping of such systems. It is common to find rsigeal SOC
applications that deal with low and high frequency signals and sigoakgsing
functions (linear and non-linear).

For example, most of the engines in present days vehicles dadlyglignonitored
and controlled. One set of sensors present in this system igety va temperature
sensors. These signals must be conditioned and transmitted to asproghksre the
information is going to be used. Figure 1.1 sketches a block diagfasuch
application. For this case, some linear blocks such as amplifiers fand an ADC are
present. The whole system is controlled by a digital part comprising the SOC.

Digital
System

Sensor Amplification Filtering »| ADC

Analog Signal Processing

SoC

Figure 1.1: Example of a linear application of sensor conditioning within a SoC.

Another example where mixed signal SOC are present is tlacghone. One can
find some non-linear devices like a PLL that is responsible fgué&ecy synthesis or
signal recovery. Figure 1.2 shows a simplified block diagram oh sumn-linear
application in nowadays mixed signal SOCs.

Many SOC applications require a mixed-signal (analog and digitaks) design
approach. Mapping these mixed-signal applications to a SOC demands eange of
specific analog or mixed signal processing blocks, such as amalplifiers, analog-to-
digital converters (ADC), digital-to-analog converters (DAfil}ers, mixers and other
RF modules [LEV2002]. So, not only CAD tools have to support the mixethlsig
design environment, but the platforms used to carry these systemstchaupport
mixed signal topologies. The incorporation of some degree of analggaprmability
is imperative in current digital reconfigurable devices oregainpurpose SOCs. Some
initiatives like thePSoC™ family from Cypress [CYP2003] and FIPSOC from Sidsa
[SID2003] are emerging in the IC industry.
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Figure 1.2: Example of a PLL nonlinear application within a SoC.

Nowadays, some multimedia ICs have to reach the market inHass6t months
[LEV2002]. Shorter development cycle and time to market with lower |dewent
costs make the reuse of parts already designed or the incorposétibird party
intellectual property (IP) a mandatory solution. The reuse of digital blodefirgtely a
much simpler task than reusing an analog IP. For the digital bldekgners can rely
on many EDA tools to rapidly plug the digital IP or a high leledcription to the target
technology. However, the reuse of analog blocks has not yet retukedegree of
automation or even a standard language description. Looking at theicspiecif of
analog blocks, one finds constraints as noise, thermal drift,listadrequency
response, linearity, power and others. This long list of paramatetstheir direct
dependency on transistor sizing (technology dependency) and spepiiit make the
reuse task much more difficult. Often the reuse of analog sgnsyseeds some sort of
tailoring to fit in the project constraints and technology spetibas. This tailoring can
go from transistor resizing and layout to some topological adjustments.

Researchers and manufacturers of EDA tools are still lookinga feolution of
analog and mixed-signal design bottleneck. One can classigadgir published
approaches to analog design automation in two categories: dastbods [GIN2002,
SAH2002, SHI2002, SOM2002, PLA2001, WAN2002] and reconfigurable analog
blocks [DME98, PAN2002].

Analog design automation is certainly lagging behind the digital cqunarte One of
the reasons is that the design of an analog block is sgi#liabased on transistor level
modifications [PLA2001]. Some works on behavioral modeling (at @iffelevels) are
emerging to facilitate the top-down co-simulation of mixed digind analog circuits
[SOM2002]. The objective of these approaches is to obtain some independence from the
target technology. The synthesis of analog blocks is mainlydbaseparameterized
cells [SHI2002], where the analog function is mapped. The transiz&issdetermined
with the use of some sort of optimizations [PLA2001]. SOC designewdwgreatly
profit from ways to describe and to co-simulate digital and anadots in a top-down
fashion, to allow design space exploration, and also to automate the lpttom-
verification process.

The other approach is based on reconfigurable analog device®timét je fitting
of analog functions with acceptable performance loss. In thigagtethe research that
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has been done in industry and academia labs has proposed some arelstdations
for field programmable analog arrays (FPAA) and field prograbien mixed signal
array (FPMA) [DME98]. The search for small prototyping cost, stievelopment time
and reuse of analog blocks has guided many efforts towards providina@s low-
cost and configurable circuits for analog and mixed signal probgypLEE98]

[CHO95]. All proposed topologies rely on a set of configurable gnblocks (CABS)
and some sort of interconnection network. One can find examples aficcoug time
and discrete time architectures, and programmability apptiethéar or non-linear
circuits, but usually not both in the same architecture.

Many times an FPGA platform is chosen not only as SOC prototgrmagonment,
but as target final product carrier. Taking this scenario, a geaealog interface able
to manage the analog signal in nowadays SOC applications and pRG#ms is
highly desirable. This makes clear the necessity for anognat mixed signal
processing block architecture that could implement many apphsatibnear or
nonlinear, with programmability and reuse targeted to current SOC designs.

The natural place to look for this interface solution should be amoriggana
mixed-signal programmable devices. The discrete-time FPAA and FPMA tops g
intrinsically limited to half the switching frequency, even thlodhey are more suitable
to digital control. A further limiting factor of discrete-timgchitectures is that they
require an anti-aliasing filter. On the other hand, continuous-rchitectures can
achieve higher frequencies of operation, but a trade between flgxénl frequency
response is necessary. As continuous-time designs are |leddestotr digital control,
they require a more complex configuration and interconnection steucko improve
the operating frequency, CT architectures demand a reductidre imterconnection
matrix between configurable analog blocks, reducing application coverage.

All existing solutions for analog field programmable devicey @h the same
configuration principle. The configuration of these devices is madmgertion of a
configurable analog block in the analog signal path. This meanththatost sensitive
part of the system is changed to achieve the desire pnoge$snction. The
configuration infrastructure always inserts some parasiimponents (resistors,
capacitors) and effects (crosstalk, noise, phase unbalance, chagg®m)y] From this
reality, there is an open space for research of an arthiethat could deliver at the
same time wide frequency range and cover a large applicamnge with constant high
performance.

The focus of this thesis is to propose and to model an architectunetdrfacing
analog signals in mixed-signal SOC. We claim that the apprtsat is going to be
presented is able to provide wide frequency range and target éipplicaverage with
constant performance allied to digital configuration compatibil@ur primary
assumptions are to use a fixed analog block and to promote applicatiayucainfity
in the digital domain, which leads to a mixed-signal interfade &mployment of a
fixed analog block avoids the performance loss common to configurabtegdratks
[DME98]. The adoption of configurability in the digital domain makessible the use
of all existing tools for high level design, simulation and synth&signplement the
target application, with very good performance prediction. Our approgctes the
concept of frequency translation (mixing) of the input signal falidwy its conversion
to theXA domain. This approach makes possible the use of a constant analogibtbck,
also, a uniform treatment of input signal fr@& to high frequencies. The application
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is programmed in thEA digital domain where its performance can be closely pretlicte
and achieved as initially specified.

This thesis is organized as follows. Section 2 discusses prewiotks towards
analog programmability and reuse. Section 3 reviews some basigptoaod presents
the proposed processing concept. The interface performance modegtiresented in
section 4 and, in section 5, the prototype design steps are addredgbedsw
characterization and application mapping examples. Sections 6 prigenatclusions
and future works. There are also two appendixes one that explairtbethretical
development shown in sections 4 and 5 and other that exposes the prototyggendebu
process.
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2 ANALOG FIELD PROGRAMMABILITY: TECHNIQUES,
ARCHITECTURES, AND DEVICES

D'Mello and Gulak in [DME98] provided a detailed survey of the fiefl
programmable analog and mixed signal integrated circuits. Swecgublication of the
paper [DME98], few works have been published, but they are variants efesasting
architecture [PAN2002]. It is possible to classify these Ii@s two main purpose
categories, one that deals with structural (functional leveyrammability and the
other one that implements parametric programmability. Initeedroup, the goal is to
provide the device with different circuit topologies implementapassibilities like
amplifiers, filters, adders, PLL and so on. The other group gathersnitiaives
towards architectures for variable component values, variable gatifiars, AGC,
configurable filters, etc.

An important characteristic that has direct impact on design @ictation instance
is the operating time mode of the device. From this perspectiveethee can operate
in continuous or discrete time modes. The discrete time approacbréssuitable for
digital control, but it requires that the input signal must be banitetinto half of the
switching frequency. Hence, the use anti-aliasing (input) and regotish (output)
filters is mandatory. On the other hand, the continuous time mode dduiced need a
band limited input signal, but may require more complex configuratbanses to be
digitally programmed [DME98].

Also it is important to state that there is a compromise (egtweircuit
programmability and frequency response. If a fully programmabledgpad desired, a
complex interconnection network is necessary. This complex interctimmémposes a
restriction in the range of frequencies to be treated, becausiee ahtroduction of
parasitic components that causes phase errors and crodsatadket critical, mainly in
high frequency applications. This also makes the frequency coverageglgt
dependent on the application. A solution for this problem is to limitiéhéility of the
system, reducing the range of possible applications [PIE98a].

Regarding the configuration scheme, some approaches use metal-mask
programmable arrays [GIR2003], standard analog cells or fieldgrogable devices
[DME98]. The first one is intended to be used in short fabricatiolecydere a pre-
processed sea-of-transisto®QT) or analog blocks are used to instantiate the desired
analog function through the use of a custom set of metal masksanbheg standard
cells are a challenging approach, since each target anpfdigadion has its own
performance constraint®C, AC, noise, thermal stability, etc.), which imposes a vast
and parameterized cell library to guarantee functionality emeer The field
programmable devices approach has to provide not only the configurablg biualks
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itself, but also memory elements to store the configuration patserd all
interconnection infrastructure necessary to join the existing primitive com{sone

Figure 2.1 depicts the block diagram of a general FPAA architel@&98]. This
general FPAA has a collection of configurable analog building blocks or CABItiag
network and memory elements. The memory elements are respdosit@&ining the
information regarding interconnection elements and CAB. The inpat gat makes
possible the configuration word to be transferred to each configuratlee According
to the configuration pattern, each CAB will apply a processimgtion over its input.
The tailoring of these processing functions is closely relabedhé¢ configuration
granularity of the CAB. For instance, the CAB can be composedeff af elementary
building block like differential pairs, current mirror, transconductard 8o on, to
macro blocks such as amplifiers, comparators, biquads, VCO, etcnhddegen the
functionality delivered by the CAB and the signal routing, encomplex functions can
be applied over the input.

Data IN

-

ouT

Block g Block m

| > Data OUT

. Configuration Memory Element Configurable Analog Block

O Interconnect Element CAB

Figure 2.1: General architecture of an FPAA.

Depending on the approaches for analog programmability can biiethas figure
2.2 shows. According to the end user applications they are dividetihioteets, one
that permits only parametric programmability and the other lom@vhole functionality
of the circuit can be reconfigured. The parametric prograner@dlices are those that
some parameters are reconfigurable like gain INGA, the transfer function in
configurable analog filter or resistance in digital potentimmse for example. The other
one group that allows structural programmability which the ermd application can
assume different functions as amplification, analog filtering)ag-to-digital or digital-
to-analog conversion, and in some cases also map a non linear békenadrCO, a
PLL or an oscillator, for example. The structural programmable degiaip is also
divided into two main sets, one that gathers the devices dadedprogrammable
analog array — FPAA and the other one composes filet programmable mixed signal
array — FPMA. In theFPAA set, examples of discrete and continuous time topologies
or both in the same device are found.
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Figure 2.2: The analog programmability classification.

In the following, we analyze the existing solutions and architextéoe analog
programmable devices.

2.1 Analog structural programmability

In the literature, there are many approaches to provide topologmaifiguration.
Analyzing these architectures it is possible to group then irdontain sets thEPAA
andFPMA, as described earlier. These two set are going to be reviewed imegtail

2.1.1Field programmable analog array

According to the time operating condition, the FPAA can be éledsas continuous
or discrete time architectures.

2.1.1.1 Continuous time architectures

The first use of FPAA came from the analog computers tieat wmployed in the
1960s as hardware simulators in several fields of science and engine&iBggp

It is intrinsic to continuous-time approaches not to restrict agtpdics to band
limited signal, but the circuit programmability may impose nammplex topologies to
achieve a large dynamic range. The insertion of programnuiees increases the
overall noise decreasing the precision and frequency of operation ofnplu
processing.

The area of test, synthesis and prototyping neural networks w@asoaé of the
driving forces to analog configurable structures, naturally tadge¢o implement
programmable neural networks [CHA96]. Other approaches like progghia analog
vector-matrix multipliers [KUB90] and a field reconfigurable ¢@lled Sivilotti Proto
Chip [SIV88] are reported with application also in neural networks andten
solvers. This class of application requires a variable gain aengMGA) to adjust the
neuron transfer function and interconnection weights.

Lee and Gulak proposed an FPAA where the interconnection switches were
substituted by a variable resistor set implemented using a-M@$%condutor
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composed by nine PMOS transistors. The building blocks chosen by tHwrsawere
OPAMP, MOS transconductor, capacitor and diodes. Target applicadiotissf FPAA
were general analog signal processing [LEE95, LEE92]. A fully fomal prototype
was built and some results were published reporting audio-frequepeyation
application.

In [PIE98a, PIE98b] a BJT FPAA approach is employed in high &ecy
applications. In this architecture, the authors proposed a cellahere the connection
between cells was essentially locally made, with sonmaitdd global routing
capabilities to reduce parasitic and reach high frequency pericen The
interconnection and function programming used no switches in the ggtial The
configuration task was performed changing the cells bias conditgitally through the
use a collection of simple DACs. As the target technology Mpslar without MOS
devices, the design of high quality analog memories was diffi@dt{ the analog
memory cells were put in a ring structure and a refresh merhanas used. Some
simulation results of different classes of applications are showlaoding a PLL, a
linear ladder filter with frequency of operation around 100 MHz. lfeequency of
operation like in instrumentation is not reported.

Premont et al. [PRE98] proposed an FPAA architecture based ontaoreeyors.
The main purpose of the paper is to introduce the current conveyooslyas basic
building blocks to construct an analog elementary cell (AEC) tasbd in a FPAA, but
also as a switch element. Each AEC has two current conveyorpragchmmable
capacitors and resistors. A transconductor implements the vargaidtor. The variable
capacitor is obtained using a fixed capacitor, two current conveyaisa variable
resistor. Some examples of use in linear (full differential hlactive filter, gyrator,
etc.) and nonlinear (analog multiplier, frequency doubler, full wavdifiest
applications are addressed. The simulation results show that the gutagrobitecture
achieve a frequency of operation around 1 MHz depending on application.

A current mode based FPAA is proposed by Embabi et al. in [EMB9&hisn
paper, the authors remark that the first step into the desigirBAA is to define the
class of application it is intended for use. They focus the workh®wee a system that
could be integrated with an FPGA to yield a field programmabieansignal array
(FPMA). A tradeoff is made between granularity and performafe granularity of
the configurable cell is adjusted to balance flexibility and algafion effects caused by
the switching elements. Then, a restricted routing schemeds 8eeeach cell can be
connected to eight neighborhoods at most. To achieve high CMRR and RS&RE,
differential structure is used in the configurable cell. The chfmcehe current mode
approach comes from the fact that it is possible to achieve higbguencies of
operation and it is more suitable for low power supply voltage appinsatAnother
aspect that the authors took in account was that the basic buildicgrfent mode
architectures is the current mirror that can be easily mghted in standard CMOS
technology. This, in turn, makes possible the integration of the propozel iIRB a
FPGA. The proposed architecture uses most switches in the biadimgofpdhe
configurable cell, this way reducing parasitic effects insiigeal path. They show some
simulation results and the target example is a band pass filter centaré@&aiz.

The first attempt to release a commercial and monolithic it& parametric and
structural capabilities was made in the early 1980s byd$teacMonolithics Inc. (PMI).
The device called GAP-01 had two transconductance amplifier, one outpert aoéf
an uncommitted comparator with the output voltage programmable throtegmads
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resistors. The output of the transconductance amplifiers wasat#éeasing a pair of
digitally controlled current switches, with low glitch operation. Apgions such as
two channels sample and hold amplifier, an absolute value ampfifiea @uccessive-
approximation ADC were reported in its datasheet. [DME98].

Lattice™ Semiconductor [LAT2003] has an FPAA product line called ispPA
The ispPAC® product family has several members each one of thesohee set of
macro components intended for some specific application. For exasgAC20 has
a collection of blocks like OPAMP and VGA, high speed comparatorsight bit
DAC, a VCO, etc. The main application of this device is for datpisition front ends.
Although the ispPAC81 has only a programmable activerfler low pass filter and a
VGA, its main application is for precision reconstruction or aliisang filter in the
frequency range around tens of kHz.

2.1.1.2 Discretetime architectures

Discrete time architectures, with the switched-capacga@ eepresentative example,
are more suitable for digital control. But, its sampling time matotrinsically requires
the signal to be band limited to at least a half of theckmg frequency. Another factor
for frequency response limitation is the signal routing, sinceirtbertion of pass
transistors and interconnection parasitic increase the time nobristacharging and
discharging the sampling capacitors, which contributes to dectbasenaximum
switching frequency. This technique also requires an anti-ajiditier at the input and
a reconstruction filter at the output, reinforcing the frequency limitation.

PMel-Motorola presented a FPAA based on switched capacitor tegynol
[BRA96]. Figure 2.3 shows the basic architecture of the proposed. CABe IC
consists of 4x5 array of CABs each containing an amplifier, iablarcapacitor array
and a set of CMOS transmission gate switches. A RAM andtalswontrol manager
inside each CAB are responsible for holding the configuration pattedn far
controlling the connectivity and switching phase to implement theedkefinction. A
CAB can be used to implement an amplifier, a comparator, fidgrdilter sections,
integrators and differentiators. Applications reported are fullewmaactifier, a PCM
CODEC and a VGA. A commercial product was released by MotonolE997. In
January 2000, as venture-backed technology spin-off from Motorola, Anadigm®
[ANA2003] was founded. The basis of their FPAA product line is thibitcure.
They incorporate some extra functionality like dynamic recondigom. Maximum
operating signal bandwidth is 2 MHz and it is highly application dependent.

An Electrically Programmable Analog Circuit (EPAC™) israttuced in [KLE9S8].
This design is intended for commercial use. The approach avgsvé a restricted
access to low level components, this way making visible to the ardgr some
programmable macro blocks, having almost the same concept as usedFiRGAe
parameterized macro functions. Some applications are shown witH sigmanum
frequency around few hundreds kHz.
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Figure 2.3: PMeL-Motorola FPAA analog cell block diagram.

A switched capacitor FPAA using lossless integrators and gtragnsitive
architecture was proposed by Kutuk and Kang [KUT98], as shown urefig.4. The
maximum signal frequency is limited to 125 kHz for this implatagon. Controlling
the switching scheme inside the CAB they achieved an invertidgnan inverting
integrator. Since the CAB is a second order topology, it is pogsileplement a large
number of biquad filter functions controlling the switching mechanism. iégipbns
such as filters, amplifiers, modulators and signal generator have been reported.
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Figure 2.4: Switch capacitor CAB [from KUT96].

Other architectures variants of switch capacitor CAB and ioberection are
reported like in the work of Lee and Hui in [LEE98] and Bratt andcidéth in
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[BRA98]. These works focus in new arrangements for the CAB anitéreonnection
infrastructure looking for improving application coverage and frequency range.

2.1.2 Mixed signal field programmable analog array

The basic topology of a FPMA is the union of the digital and analogstructure
through the use of a set of ADC and DAC. Figure 2.5 illustratesthnicept. The whole
idea is to conjugate the resource of digital and analog array ltb diinfrastructure
able to process signals (digital, analog or both) accordingoteszribed function. The
work of Chow et al. [CHO95] introduced this concept of bringing to wodether the
FPGA and the FPAA devices. Their work analyzes a collectioargét applications to
balance the size of analog and digital array. The results shthaedhe number of
connections into digital or analog array was bigger than the intexcbon between the
digital and analog parts. From this preliminary study, a prototgied MADAR was
fabricated. The converters were implemented by using a custonguwadie converter
structure, although it was shown that was possible to build the cenwéotks using
existing resources in the digital and analog arrays. Thisidecier a customizable
converter was taken based on area overhead and low speed of openaticthey were
implemented by existing resources in the FPGA and FPAA. Tarinmum clock
frequency reported is 1 MHz for the dual slope converter exannylegga sampling
frequency of 62.5 kSamples/s and resolution of four bits.

DIGITAL ANALOG
N ADC IN
DIGITAL
DIGITAL | ANALOG
ouT ¢ | DAC ouT

Figure 2.5: Conceptual view of a FPMA [from CHO95].

Faura et al. designed a Field Programmable System On CHys Q&) that is
composed by a coarse-grained lookup-table based FPGA, a reconfigunalolg block
and an 8051 microprocessor core, as shown in figure 2.6. This devicaimeas to
reduce the development time of systems with digital, analog andaseft@mponents
[FAU97]. The CAB in the FIPSOC chip has four channels with featikesvariable
gain, filtering features and comparison capability, with parametonly
programmability. That is, the CAB cells have fixed functionalitye Tnterface between
digital and analog parts is made through reconfigurable resolufsd @@ne 10 bit or
two 9 bits or four 8 bits) and DAC, each data conversion block candependently
configured as a DAC or ADC block with maximum conversion rate of K30 (in
pipelined mode could achieve 1 MHz). An internal routing matrix makesiljpesor
the processor the acquisition of almost all internal analog ndstesther feature of this
design is a double buffered configuration memory set that makewblposs the fly
reconfiguration of the device by the microprocessor.
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Figure 2.6: Building blocks of FIPSOC from Faura et al. [FAU97].

In 2000 Cypress® Semiconductor Inc [CYP2003] introduced the PSOC® family
programmable system on chip microcontrollers. The PSOC® productcdineept
follows the same basic principles proposed by Faura et al. [FAU8€]architecture of
these devices is composed by a microcontroller core of 8 bits,apnognd data
memory blocks, a set of configurable digital (eight) and analogkbl (twelve). The
difference between FIPSOC and PSOC concerning the analsgsciat PSOC® CAB
cells permit structural configuration, this way making possimnéeimplementation of a
larger set of functions. The analog part, for instance, is a tioltleaf continuous and
discrete time (SC) blocks. The analog blocks arrangement of PSOBE2XXX
family devices has twelve analog configurable basic blocks;oaltinuous time (CT)
are identical, but the discrete time (DT) ones are of twostypecomplex routing
mechanism is available for signal routing and block configuratidive Blocks are
organized in matrix format with the CT blocks on the top of each collwewking at
the datasheet it is possible to see two classes of applicaiim&r the CT blocks and
other one for the SC blocks. The user can map a variety of signditioning and
detection (VGA and comparator) in the CT blocks and data conversionltandd in
the SC blocks. It is reported data conversion resolution up to 12 biteef&DC and 9
bits for the DAC, depending on the architecture (incremertal, or successive
approximation) of the implemented converter. The digital configuraldekblcan be
used to implement the converter controller part. From the technita| tth® analog
front end can properly work with signals up to few hundreds kHz, depending on the
application. The gain (attenuation) achievable in each CT block i9.0625). A
precision voltage reference is also available.

2.2 Analog parametric programmability

The devices in this group permit the configuration of some paeasef their
functionality but do not permit change in their functionality itsé&lih amplifier with
variable gain (VGA), with which the user can only change gaimttenuation but
cannot use it as comparator is an example of this class dfikCndt the scope of this
review to go deep inside this class of devices, so only a genvenaliew is going to be
made to show the difference with previous approaches.
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Xicor® [X1C2003, DEM98] introduced in the early 1990s an IC that implenteate
digital potentiometer. The wiper position was digitally controllecthgign UP/DOWN
counter, so the user could control it using push buttons. These devices can have linear or
log scale with different resistance values, but not in the sameedd his component
class made possible the development of commercial products with lbealdinalog
digital programmability. Now, Xicor also offers digitally controllegaaitors.

Another member of this class is thariable gain amplifier — VGA. The first
commercial digitally programmable VGA devices were introdulog Burr Brown Inc
(now part of Texas Instruments Inc). Those IC had their use into atajuisition
systems for instrumentation. Analog Devices [ADI2003] has also ¥ Ahe field of
RF/IF, video automatic gain control and measurements applicationsafilat al.
published in 2003 [MOH2003] a CMOS VGA with 60 dB of gain selectabl2 dB
step with operating frequency of 246 MHz for GSM application having aratpg
bandwidth of 5 MHz.

There are several commercial programmable switched capagiiscrete-time) or
continuous time filters from many manufactures [ADI2003, ANA2003, ONS20
DAL2003, NAT2003, DME98] available. In some of them the configuration igadlig
compatible, but others require external passive components are invohasthiéwe
programmability.

2.3 Discussion

Independent of the circuit granularity, the programmability bFRIAA and FPMA
reported in the literature and industry is achieved by changmdopology of a CAB,
through the use of a complex network of pass-transistors for routirsyvitching
signals (currents or voltages), capacitors and resistors ocdrahsctors. In order to
reach the required programmability, all analyzed implemematiake the same starting
point, that is, one must change the behavior of the analog circuit intordeatch the
desired processing function. This way, one must always changeotesensitive part
of the design, the analog part itself. In contrast with thegitali counterparts,
reconfiguration does not mean only that the circuit may become rslbwe several
additional parameters could be affected off-set voltages, rgise f cross-talk and so
on. In the analog domain, this means the circuit might not work. dtigh frequency
filters and mixers are a clear example of this problem.

The linear applications are mainly filters and amplifiers. INe@ar applications are
restricted to a set of few circuits, such as comparatouijpirers, rectifiers and, in
some cases, voltage controlled oscillators. It is also reportechihementation of low
frequency analog-to-digital and digital-to-analog converters. rigleghe reported
FPAAs are limited in the frequency coverage, as well asarapplication range. This
complex interconnection imposes a restriction in the range of inetpgeto be treated,
because of the introduction of phase errors and cross talk thatiweal in high
frequency applications. A solution for this problem is to limit flexibility of the
system, reducing the range of possible connections, and hence the range ofaplicat

All presented architectures have a common bottleneck, that is, tfeenpence
penalties caused by the same devices or structure that thekeeconfiguration
possible. Whenever extra hardware must be inserted, extra pacag#citances and
extra switches are involved in the signal path. While in the dtiddenain the extra
switches and paths mean a slower circuit, in the analog domain corudgs will
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simply not work at all, like a high frequency filter or a mixr example. This way,
there is not much hope of extending the performance capabilitlEeBAA to the same
level, or even to a close range of their dedicated circuit cquarte. Table 2.1
summarizes the research at academia and industry towards dieddbgtructural

programmability, wherdF — Audio Frequency range (DC - 100 kHE)F — Medium

Frequency Range (above 100 kHz up to a few MHz)HiRd- High Frequency range
(above 10MHz).

Table 2.1: List of the main published approaches for structural analog progpaitym
and SOC interface solutions.

Author CAB Freq. Range Application Results
Technology| ar | ME | HE Mapping Reported
Lee and Gulak CT . .
[LEE9S] CMOS Filter Full Implementation
Pierzchala and CT . o . .
Perkowski [PIE9S] BIT Filter, amplifier, PLL, VCO Simulation / Measurente
Premont, et al. CT Diff. amp., filter, analog multiplier, Simulation
[PRE98] CMOS rectifier
Embabi, et al CT-MS . L . .
[EMBYS] CMOS Filter, comparator, pipelined ADQ Simulation
[II_SAF\)'F;BC(:S] Cl\c/:ITOS Analog front-end, filter, VGA Commercial
Pankiewicz 10 MHz basic block, filters (from .
[PAN2002] cr few kHz to few MHz) Prototype fabricated.
PMel-Motorola DT -SC . o .
[BRAY6] CMOS Filter, PCM codec, rectifier. Full Implementation
EPAC [KLE98] DCTM_OSSC Filter, sig. cond., comparator Full Implemeruaati
Kutuk and Kang DT - SC Amplifier, filter, signal generator, Simulation
[KUT98] CMOS modulator
Lee and Hui DT -SC XA modulator, AM modulator, Simulation at topological
[LEE98] CMOS filter, ADC. level
DT -SC BW 500 kHz, SNR 60dB, . .
DPADZ [BRA98] CMOS Filter, rectifier, amplifier. Fullimplementation
MS Configurable ADC, comparator, . .
MADAR [CHO95] CMOS analog front-end Full implementation
FIPSOC [FAU97] cmgs Analog daiao‘;’l‘ﬁqxg'c“.o” front-endy 5 from SIDSA [SIDO3]
PSOC® CT-SC- Analog data acquisition front-end
[CYP2003] MS filters, conf. ADC, signal Commercial product
CMOS generation, VGA

From this review, we conclude that there is an open space foraeseathe
direction of one analog interface architecture able to dedl kmiear and non-linear
applications with large range frequency coverage allied to HQNMEOS compatibility
for taking full benefit of Moore’s law as shown by figure 2.7. Thisrface should be
able to deliver the following attributes:

» performance almost constant from DC to high-frequencies for Hhanited
signals, this way covering many applications;

» capacity of realization of a wide variety of linear and non-linear appitsti

« ability to balance between SNR and bandwidth according to the afpmiis
constraints;

e compatibility with digital control and programmability;
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* CMOS technology compatible, to be in the industry main stream.
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Figure 2.7: The heterogeneous application mapping ovePAA or FPMA.

Indeed, a new design paradigm is needed to fulfill the above rewnts. Hence,
we propose a new look at the analog field programmability. Thieofjdlais thesis is to
present a new architecture that is able to overcome the penfoemimitations of
present days FPAAs and FPMAs. The objective is to provide a prowil@ circuit
that can maintain its performance over a large band of frequenetesan be tuned to
allow linear or non-linear processing functions reconfiguration. Inrdodachieve this
goal, we propose the use of a fixed analog part that can Ihevithithe best techniques
to achieve high performance. Analog signal processing progranityabitione by the
change of digital parameters, with minimal performance degradation.
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3 A SOC GENERAL ANALOG INTERFACE

All reviewed techniques used for structural or parametric anatgiguration
propose some circuit modifications to achieve a certain analogdnndtaking into
account that for most applications the input signal is band limitedcaue think of
reallocating this input signal to a fixed frequency band in peetsum, so that a fixed
and high performance mixed-signal section could process thisateshslersion of the
input signal. The concept of frequency translation is not new, and theofus
intermediate processing frequency is a well known mechamstalecommunication
[LAT98] and in some instrumentation applications like chopper and lock-inephas
amplifiers. However, the use of this theory to general sigradgssing is really new.
This mechanism makes possible to process signals from DChdraguency using the
same infrastructure.

3.1 Frequency translation

The frequency translation mechanism can be derived from Fdbsgery. If one
multiplies two signals in the time domain, the resultant spectisiraqual to the
convolution of the two spectra, one from each signal, like proposed iti@y(a.1)
[LATOS].

Vo () = Vi (1) ¥ vio (1) = Vo (jW) =V (Jw) DV (jw) (3.1)

To illustrate the frequency reallocation, let us take the sigfipbnd vo(t) as given
in (3.2) and apply in (3.1).

v, (t) = Acos@nlft+®d,)

Vo (t) = A cos@mE ot)

Vi () Vo (t) = A;.ALOCOSQHQ fi = fo)t+®)) +M;ALOCOSQ7TQ fi+ fo)t+®)

Figure 3.1 shows the modulation process in the time and frequencyndoime
result is the input signali(t) translated to two different positions in the resultant
spectrum. These two frequencies are equafitho and f o-fi. Setting the low
frequency imagé o-fi as the constant frequenfzywhere the signal should be acquired
and processed, equation (3.3) states how the local oscillator freqaetetgrmined to
bring the input signal to the fixed processing band.

fio=f+f, (3.3)
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Figure 3.1:Frequency translation process.

The analysis developed above assumed the input signal as a siqgenéye The
results can be extended to a band limited signal with bandv@dih with central
frequency equal tq.fNow, each one of the images is centered at the frequepdies f
and fo-f; with the same original bandwidth, exactly the same way as iartipditude
modulation technique [LAT98].

However, in order to allow easy generation of the local osmillsignal, one must
wonder what happens if the waveform of the local oscillatorsiguare wave instead of
a sinewave. Since the square wave is a periodic signal wijndncy equals th,, a
Fourier series can be used to express it as shown in expression (3.4) [LAT98].

V., = a,sinf22n -1 1., ] (3.4

— 2
a'n ~ m(2n-))

Expression (3.4) shows that the square wave is composed by an sdinitiecosine
functions. These cosine functions have frequencies that are eqba& tondamental
frequency of the square wave and its odd multiples. Equations (3.4tatles that the
amplitude of each harmonic decreases as the frequency increkses. the desired
input signal with a square wave gives as resultant spectrunomivelation of the two
spectra, as shown by expression (3.1). The convolution in frequencgscagainfinite
number of images of the input signal and the position of each images by
expression (3.5).

foo=(@n-Df,+f withn=123.. (3.5)

In the case of using a square wave, the lowest image tmasponds tm equal to 1
in equations (3.4) and (3.5) is selected as the center fregfjeoicthe processing band.
This image is selected because it has the highest tiandi@quency gain, as shown in
expression (3.4).

To separate the correct image (to be processed) fromhbespt band pass filter
with its central frequency set to the desired frequency irhagedo be used. The choice
of the central frequency has to take into account several aspects, as:
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» frequency coverage — for a given frequency span of the input sitpeal
lower is the selected frequency position, the higher is the reglest
frequency dynamic range of the local oscillator, as stated by expre3s3yn (

e processing bandwidtiPBW) — for a givenlPBW, moving the selected center
frequency to higher frequency requires a filter with higher etgmva; on
the other hand, lowering the center frequency requires a higherfiteter
so there is a tradeoff that might be taken into account;

» ADC sampling rate — the higher is the processing frequindlye highest is
the required sampling rate.

3.1.1 Concept of mixed signal processing using frequency translation

The starting point of this development was to look for a way tocowee the
penalties that arise from reconfiguring analog parts in AAFBnd FPMA. So, we
started looking for an architecture concept that could make possitfigurability with
large frequency coverage, controllable losses, and capability tenmpt a wide
spectrum of applications. A secondary aspect taken into accountlatzsl to available
tools for design automation. This way, a natural domain to carrjhewonfiguration is
the digital domain. The digital domain not only has the desired suppahtebgesign
automation tools, but also the technology for configurable deviceslisestablished.
Moreover, the digital domain could be valuable to process the input bigeause all
tools developed for digital signal processing could be used for thadgmirin addition,
the programmability could be performed by a FPGA section, aedwdt overcome the
problem of reconfiguring the analog circuit itself, which is thest sensitive to
performance loss. With these constraints, we concluded that digmrahange was
necessary.

It is important to observe that in almost all the practical ddBes, the HF signal
occupies a small fraction of the band when compared to its cdreacplency, for
example in AM and FM broadcasting telecommunication signals. Sanghbé signal
HF center frequency is the hardest limitation and not the sigarawidth, which is a
fraction of percent of the local oscillator, when considering &idigg infrastructure.
This way, the approach based on frequency translation permits thé arsé\DC with
lower sampling rate than would be required to directly digiteedriginal HF signal.
The use of a mixer in front of the data acquisition subsystem enidgenanipulation
of band limited signals located in a wide range of the specitawgring from DC to
high frequency.

The conjugate use of a digitizing infrastructure, a mixer amonfigurable digital
block could be used as a framework for general analog signa&gsing. The input and
output front-end could be fixed. The desired processing function prograrniynéabil
achieved by the conversion to digital domain of the mixed input signdl processing
it with a configurable digital block as an FPGA. This approach altbergprocessing of
the input band limited signal with a fixed and homogenous analogaogerHence
there is no performance penalty caused by the change in the auddoircuits. The
configuration of the digital part has a predictable behavior andvallable tools for
digital description, simulation, synthesis and hardware mapping can be dussdy

By using an intermediate frequenty (far away from DC) to acquire the signal,
instead of working at its baseband, one can attenuate such problgrasi&sor flicker
noise, DC offset and DC offset drifts that are troublesome idaseband. Moreover,
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the same processing mechanism allows us to process signalB@amp to HF, which
would not be possible with any of the known FPAA or FPMA topologies.

Figure 3.2 depicts the block diagram of this signal processingefank for
comprehension purposes. The frequency of the local oscillatotesrdeed according
to (3.3), and from the spectrum location of the desired input sighalinput signal is
mixed with the local oscillator to reallocate its spectrum. Thged signal passes
through a band pass filter to select the appropriate image. The seteatgtdis sampled
and digitized by an analog-to-digital converter (ADC). The samg@étd is processed
by a configurable digital system and converted back to analog domain usgitakto-
analog converter. The digital block demodulates the signal and pesciésn its base
band. The desired output signal is sent out by the output block compos&hay and
a reconstruction filter.

To illustrate how to process an input signal using the proposed apptbach,
application of a filter over an input signal was simulated usingtldd®. The
simulation results show the use of this technique to implement ar®atth low pass
filter over an input signal near DC (center frequeficy0 Hz). The center frequenty
of the processing band was set to 10 MHz. The image select bamdil{gaswas a
second order filter with Q of 40 corresponding to a bandwidth of 250 kHz. The
sampling rate was set to 40 MS/s. The input signal was compgshteb cosines with
amplitude of 1V and frequencies equal to 1 kHz, 4 kHz and 10 kHz. Teetbltbe
applied over the input was designed to have a cutoff and a stop frgcateh® kHz
and 4 kHz, with attenuation equal to 1dB and 60dB, respectively, figure 3cheke
this specification. These requirements lead to a Butterwotdr df 8th order. Figure
3.4 shows the simulation results.

Vin @fin ‘ . Vp @fp ADC

\ 4

f
P FPGA
Vio @f o Local —
Oscillator B|OCk
Vo | Reconstruction )
D Filter DAC e

Figure 3.2: A mixed signal interface structure for SOC based on frequansiation.
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Figure 3.3: Filter frequency specification.
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Input signal - (a)

Figure 3.4: Simulation result of applying a Butterworth of order 8 over an (a) input
signal, (b) the digitize version of input signal at base band and (c) output of processed
signal.

Although high performance mixed signal processing can be achievét lmse of
our reconfigurable structure, this certainly has drawbacks. Beidemea penalty, the
power dissipation is much higher than a dedicated analog circuit. Low freqU&0$%
analog processing can be performed at very low currents, even nmotherate-to-low
inversion regime. The proposed programmable architecture usesiviatesignal
processing developed at a high sampling rate. On the other hanal, BRGA are also
power-hungry when compared to ABIC doing the same function.

The use of conventional Nyquist rate analog-to-digital and digitahalog
converters brings some additional disadvantages. The weakness ofttloadi regards
the realization techniques and the target process technology.effoengance of this
kind of converter relies on the accuracy of its implementation, sme®tnot
compatible with the quality of required components available in convehtdigital
CMOS technologies. A further limitation comes from their workasysampled-data
system. From this nature two requirements come: a sample-andrhplifiex and an
anti-alias filter [NOR97]. The Nyquist rate converters nedduad limited input signal
to avoid alias. In our approach, the band-pass filter in figure 3.2 praside the
channel selection and anti-alias functionality at same time.cdheerter bandwidth
must be compatible with working center frequerigy so the converter bandwidth
naturally must be larger than signal bandwidth.

To avoid the above mentioned drawbacks, we proposed to substitute the
conventional Nyquist rate converters by over-sampled sigma-delta aodul The
proposed replacement attenuates the requirements of the sampleéaadxpbilier and
anti-alias filter [NOR97], and provides tt¥A domain as complimentary domain for
mixed-signal processing with more efficiency [DIA95]. Moreowke employment of
over-sampledXA modulator as a conversion framework creates a homogeneous
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environment for signal treatment with conventional CMOS technology cdniiat
This approach will be addressed in the following subsection.

3.2 The XA domain as a signal processing framework

TheXZA modulator trades resolution in time for resolution in amplitude, suchhda
use of imprecise analog circuits can be tolerated. This cklegestraints in analog
circuit blocks performance makes this technique suitable for implaten in
conventional digital CMOS technologies. Although commercial sideita A/D and
D/A converters have been in existence for more than two decadeghsoywtimary
application of such converters has been in digital audio. The narrow [okihsvim
digital audio applications have made over-sampled converters patyiappealing. It
is only recently, as we benefit from the increased speed ofisudmmdevices, that
sigma-delta modulators are exploited for wider band systems asichireless RF
communications [TAO99b, NOR97].

TheXA data converters have proven their enormous flexibility for maplications
requiring data acquisition ranging from sensor monitoring to higlguincy
telecommunication systems [VAZ2003]. Many researchers have shoditioaal
advantages in using thEA modulated bit-stream as a processing signal domain
[DIA95]. Also, theXA domain is an interesting compact signal representation, making it
possible the design of many applications in more efficient wags in conventional
word-wide implementations. This efficiency comes from the llybature of the&EA
data bit-stream. The result of passing an input signal throigh modulator using a
single bit quantizer (comparator) is a digital bit-stream. Ditistream carries the input
signal information buried in some quantization noise. Therefore,Ahait-stream can
represent, in a single bit compact form, an analog (or multileigripl. Moreover, Dias
in [DIA95] proposes to consider this compact form of representatcanaadditional
domain for signal processing. The use&afdomain as signal processing domain comes
from its resemblance to continuous-time, sampled-data and digitading®rat same
time.

In this section, we are going to briefly review the basic signatessing in th&A
domain, the metrics used fBAM and the architecture of a framework for configurable
signal processing usirtA modulators andA domain.

3.2.1The sigma-delta modulators

Quantization of amplitude refers to the mapping of a continuous aplgignal to
a finite number of discrete levels and is at the heart of gitatliconverters and
modulators. The difference between the original continuous amplitude antewhe
mapped value represents the quantization error. Figure 3.5 illgsthetegquantization
process. Qualitatively, it can be observed that the quantizationgetsmaller as the
number of discrete levels increases. The number of levels usnirptoportional to the
resolution of the quantizer used in the ADC. Increasing the quamégelution will
decrease the quantization error. The error is a strong functitne ahput; however, if
the input changes randomly between samples by amounts comparabtgeater than
the spacing of the levels, then the error is largely unateelfrom sample to sample
and has equal probability of lying anywhere in the ranges¢to+2, [NOR97]. The

quantization step is defined by equation (3.6), whef& represents the input full scale
range and the number of bits of the converter. Further, if it is assuthadthe error



37

has statistical properties which are independent of the signakrtbe can then be
represented by a white noise.

FS

A ,_[3_1 ¥

Figure 3.5: Quantization error in an analog to digital converter.
F
A= B—S
2° -1

The quantization noise is given by the mean-square value of thezatiant error
described above. Using a double-sided spectrum, the quantization s\@sen by

expression (3.7) and it is assumed to fall betwée%and 1E%Where fs is the

sampling frequency. In Nyquist rate ADC this frequency is nogrglightly greater
than twice the signal bandwidth.

(3.6)

A
Q Nyqum - jq q=— (37)
A

In over-sampled data converters, the sampling frequency is muiér hlgan the

signal bandwidth fgw). From equation (3.7), the quantization noise power i

independent of the sampling frequency. As the quantization noise samthe for the
Nyquist rate and over-sampled ADC, the noise power density fosetbend is lower
than first one as shown in figure 3.6.

The in-band quantization noise power, the shaded region in figure 3.6, ésseghr
by equation (3.8). Therefore, if the over sampling ratio (OSR) is incrementefabipa
the in-band noise power decrease by the same factor.

Noise PSD — O, Oversampled

Nyquist Rate /

ol /2 f,l2

Figure 3.6: Quantization noise in Nyquist-rate and oversampled ADC.
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P — I:)Q,Nyquia
Q,Oversampled OS?
where (3.8)
OR = fs
215y

The above analysis assumes that the quantization noise spectmhitesand
independent of the input signal. However, this is not true in praatigaémentations,
but for comprehension purposes and for a simplified analysis the wbite
contribution assumption is fine. A complete modeling of the quartdizatoise as an
additive white-noise source was presented by Bennett [BEN48].

3.2.1.1 Low pass 24 modulator

Sigma-delta modulators conjugate negative feedback and over-sampfunghey
decrease the in-band quantization noise. Figure 3.7 (a) shows dafifsisicder XA
modulator. Due to the negative feedback, the ouYpwiill, on average, be forced to
equal the input signaX. The input can be accurately predicted by over-sampling the
input and then averaging the output, without the need for a high resotpiantizer.
Figure 3.7 (b) shows a simplified linearized discrete time maodahe first order
modulator shown before. The equation in (3.9) shows the oWt@g function of the
input X and the quantization noisé¢,. In case of setting equal to 1, the quantizer
noise transfer function to the output has a characteristic of highfiftas and the input
is only delayed, as equation (3.10) shows. The high pass charactdrigte quantizer
noise transfer function attenuates the in-band quantization noise.

X J —I-:Ij >y

Ei(z)
-1 7
X | T LI
— l-'f."

(b}

Figure 3.7: First ordexAM: (a) simplified block diagram and (b) linearized model.
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B zt 1-z7
Y@= o XDt o N @ (3.9)
K=1=>Hyu (2 =2 andH . (2) =1-z" (3.10)

The evaluation of the total in-band quantizatiorsagower is made by integrating,
over signal bandwidth, the noise power density Weid by the frequency response of
the noise transfer function. Using the results qbiagions (3.8) and (3.10) and
integrating them as shown by equation (3.11), dmaimd noise power expression for he
YA modulator of figure 3.7 is obtained. It is alsoowh in equation (3.11) an
approximate result considering @sR >> 1

f
— T PQ,Nyquist _ -1 _ Az 772
Py _f{w e A=z = S (3.11)
From this result, the feedback loop in @&M works as a noise-shaping filter that
tries to cancel the in-band quantization to prettietinput signal. Extending this result
to loop filters of higher order, one can conclutlattthe filters with higher order will
better predict the input signal with a strongeiseahaping characteristic. Equation 3.12
extends the result to a low pass modulator of otdand noise transfer function equal

to (1-z1". Assuming OSR>>1 [NOR97].

f
2 Py e ] N mt
— Q,Nyquust_ 1-7 1 Ldf el 3.12
Q.,ZA j OS? ( ) 12 (2L+1)OS?2L+1 ( )

_fBW

The dynamic range (DR) of2AM is defined according to expression (3.13), where
Px ks andPy za are the full scale input signal power and the total in-band noiserpaiw
the AM, respectively.

P
DR, :lolog[ XFSJ (3.13)

N,ZA

Assuming a single tone input signgh] with Q{ng its normalized frequency
with respect tds and its quantized amplitude equal to the modulator full sE&pwith
the quantization step as defined in equation (3.6) for a quantizer w&hbits of
resolution, then the signaln] and its powePx are expressed by (3.14).

xn] = (2° -1 %Ein(Zmn) = P, :%;(23 -1)? (3.14)

Making the assumption that the quantization noise is the only noiseesthecDR
can be estimated by expression 3.13, using the results of equationsaf&il@.12).
Equation (3.15) expresses the DR in this case.

DR,, =100og|3 [{2° -1)? (342 (OSR?" (3.15)

From (3.15), the dynamic range can be increasaddrgasing the modulator order,
the over-sampling ratio, or the quantizer resotutibor every doubling of the over-
sampling ratio, the dynamic range increases by 8{2LdB or (L+0.5) bits. It is
important to point out that by increasing the orofethe modulator (3-order or higher)
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the modulator itself can become unstable or presente limit cycle oscillations
problems [NOR97].

3.2.1.2 Band-pass24 modulator

Band-passXA modulator is a close extension of the conventional low-pass
modulator. The difference relies on using resonators insteadegfrandrs in the loop
filter [INOR97]. Figure 3.9 shows its basic structure. The nois@ialy characteristic of
a XA band-pass modulator occurs at the frequency of the resonatorllyinitiee
motivation for the development of band-pass converters came frogintpécity they
convey to systems that work with narrow band signals, like in &Rnwnication
systems, spectrum analyzers and some special purpose instrumnentélie
employment of these modulators in early conversion to digital deREom signals (at
IF or RF stages) makes the system more robust, testable atdestor multi standard
operation. Digital radio telecom systems, such as cellular ghand digital audio
broadcast, need advanced modulation schemes more suitable formigliémhentation.
The use of this class of converters makes possible the suppresgierantlog IF filter
of these system that have poor phase performance connected tortwilability,
directly impacting in inter-symbol interference. By digitaltlgplementing the IF filter
an exactly linear phase response can obtained [NOR97].

Concerning the frequency translation approach, an image selectien i§
mandatory after the mixer. Therefore, the loop filter from aisoats time band pass
YA modulator could perform not only the noise shaping but also the propgeim
selection. This choice brings some additional advantages thathareelaxed anti-
aliasing filtering (can be very power hungry and area consumimm)need for a
precision sample-and-hold circuit and relative low precision anaoganents, which
is becoming more important as CMOS technologies scale bringnggr| statistical
variations [NOR97].

v

Quantizer — Y

2NW"-order Resonator

Figure 3.8: Discrete time band-pass modulator.

The theoretical model for this class of modulator will addressgdmore details in
the next chapter.

3.3 Interface Architecture

The proposed architecture interface uses the principles descrilsed sections to
build an interface around a fairly fixed analog block to overcomeehalties that arise
from reconfiguring analog parts as it in an FPAA and in an FPWhe usage of the
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frequency translation followed by the signal conversion to sidetta domain enlarges
the frequency coverage and makes the application configurability posdildigital
level with controllable losses, and capability to implement a@ewspectrum of
applications. The choice for moving the application configurability tptadi domain
comes not only from the excellent design automation tools support, lutthes
technology for configurable devices is well established. This approakes possible
the employment of available tools not only for digital blocks deaignmation but also
for digital signal processing making the application design sgx@doration task
straightforward. Moreover, the digital domain takes full advantagdMobre Law
regarding scaling — power dissipation notwithstanding, certainlgedeby immense
gate densities - to process the input signal.

Taking into account that for most applications the input signal is bauiteéd, one
could think of reallocating this input signal to a fixed frequency barttie spectrum,
so that a fixed and high performance mixed-signal section coulégzadkis translated
version of the input signal. The concept of frequency translatiomtermediate-
frequency (IF) processing is not new. It is commonly used ircdslenunication
transceivers [LAT98, RAZ98] and in some instrumentation applicatiteschopper
and lock-in phase amplifiers. However, the use of this theoryeioergl-purpose signal
processing in the context of FPMA’s is really new. This raeism makes it possible to
process signals from DC to high frequency using the same mftase. Making the
analog section fixed, it can be optimized for high performandelfid constrains like
signal-to-noise-ratio, dynamic range and bandwidth, for the tapgications set. A
configurable digital section gives the desired programmability, hopefullhowt analog
performance penalty.

3.3.1 Analog cell structure

The analysis of all practical HF cases shows that the ISgmadwidth is a small
fraction of its central frequency and the carrier HF sighdhé hardest limitation and
not the signal bandwidth, which is a fraction of percent of the losaillator, when
considering a digitizing infrastructure. Thus, the frequency traoslallows the usage
of an ADC with lower sampling rate than would be required to thyretigitize the
original HF signal.

The treatment of narrow bandwidth signals applications have madesawpied
converters an@A modulators particularly appealing. One reason for that comes from
thatXA modulators trade resolution in time for resolution in amplitude, suthhthaise
of imprecise analog circuits can be tolerated. This relaredt@ints in analog circuit
blocks performance makes this technique suitable for implementatioonventional
digital CMOS technologies [TAO99b, NOR97]. The use of a mixerantfof the data
acquisition subsystem enables the manipulation of band limited sigrai®d in a
wide range of the spectrum, covering from DC to high frequencyhonnaogeneous
fashion.

Using a mixer in front of the data conversion block requires atsmleimage filter
to selects the appropriate copy of the input signal. Selecting a continueusatith pass
noise shaping transfer function topology for ¥xe modulator, it can perform not only
the noise shaping itself but also the proper image selection. Rbisecbrings some
additional advantages that are: the relaxed anti-aliasirggirfidff (can be very power
hungry and area consuming), no need for a precision sample-and-haid amd
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relatively low precision analog components, which is becoming rmopsrtant as
CMOS technologies scale bringing larger statistical variations RO83].

Analyzing the signal conditioning requirements of several apmitsin the field of
instrumentation, control and telecommunication, the proposed interface shaaibdebe
to deal with an input dynamic rangeR) of one or two decades. Therefore, to be able
to treat such a wide dynamic range input signals, it is iatiper some kind of gain
control to adjust the input signBR to theAX modulator inpuDR. So, the insertion of
a VGA block between the mixer and t& modulator could do the job dR
adjustments, and bringing some additional side benefits like tidimgautomatic gain
control in some signal treatments in communication field, for example VE#eblock
insertion in between the mixer and the modulator makes possible to use such a block
that does not need to have the input wide frequency range responsgebiégaorks in
the processing frequendy range, that is fixed, and its maximugW is related to
maximum inputBW. These constraints create the possibilities of designing a tuned
amplifier at the processing frequency giving an additional imsglection with
reduction in the thermal noise power insertion [MOH2003]. The input gainotontr
could be done in a continuous way using a digital low passiodulator and an analog
low pass reconstruction filter.

Figure 3.9 shows the basic structure of fixed analog cell (FAC). The FAC is
composed by an input mixer and a continuous time (CT) N-th order basd:pas
modulator. The signals for controlling the mixer and the feedback Bv&Qenerated
by the digital reconfigurable block.

Fixed Analog Cell — FAC Digital
|

Mixer
i Control

I— | =aBit
_| "] Stream

Analog . .
VGA
Input Mixer Re

v

|| Feedback DAC |
1 Bit

Digital
Low Pass
>ADAC

|1 Reconstruction :
Filter -

Analog Reconstruction | out
Output |~ Filter B "] Control

Figure 3.9: Fixed analog cell topology.

As this cell is fixed at structural and functional level,ahdave an optimal design
to provide the appropriate bandwidth, signal-to-noise-ratio-dynamgerdBNRDR)
and frequency coverage for the target application set. This optiomzet mainly
focused on the ordeM and frequencyfp of the resonator and the mixer topology
[RAZ98]. Power, area and noise budget can be used as constraints farldheg
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process at design time. By using an intermediate frequignésr a way from DC) to
acquire the signal, instead of working at its base-band, problemthék&/f or flicker
noise, DC offset and DC offset drifts are attenuated. Moreovehabe-band signal
processing mechanism allows us to process signals from DC Hip to the same
infrastructure, which would not be possible with any of the known amalagixed-
signal programmable topologies.

The channel processing flow proposed herein requires a demodulatdhafieput
bit-stream data acquisition to bring the input signal to its baseé-dde demodulator is
implemented in the configurable digital block, easily. The stdyad follow are
associated with the application of the desired signal processingofuroster the input
signal also using the digital infrastructure.

The desired output signal is sent back to the analog form by tipeitooiiock
composed by also a 1 bit DAC and a reconstruction filter [FAB2004a].

The performance modeling and high level design and constraint @ugiadre
addressed in chapter 4.

3.3.2The programmable mixed signal interface architecture

As described earlier, the definition of tRAC structure opens the possibility to
create a uniform mechanism for analog signal (input or outpatment using th&A
domain as working space. The single channel solution presenteceislextfor the
multi-channel case by replicatingtimes theFAC according to the number of desired
analog signal input channels.

Figure 3.10 shows the architecture of this general interface asssg of identical
FACs. EachFAC has it own digital block to realize the acquisition of the gengrate
digital signal and its conversion to signal base-band for progedsirs important to
remark that all signal treatment is intended to be processed in the signbahdse-

3.3.3Discussion

In our architecture approach, the fast analog prototyping is done dasign
paradigm which is altogether different. Instead of changing tteeititopology, one
shifts the signal band. This has many useful implications, siheeredesign or
migration of the proposed configurable cell to other technologieses&tlg simplified.
Only the analog part of the modulator must be redesigned or wrgetbe physical
level to a new technology. This certainly simplifies the degigcess. The remaining
analog processing circuits can be easily ported to a ndmdkgy, since they are
simpler large signal modules, and hence consolidated digital tools are aviaitahls.

The performance modeling and high level design and constraint equatiathe for
proposed~AC are addressed in chapter 4.
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Figure 3.10: A general analog SOC interface architecture using afsetdofnalog cell
as a building block.
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4 THE FAC PERFORMANCE MODEL

This chapter addresses aspects regarding the performance mdhdel pwbposed
general analogOC interface focusing on the fixed analog celFAC construction
blocks as described in last chapter. The approach is based on antigdiAgC with
respect to its three main blocks: the mixer, YA and theXA modulator. The
performance prediction and trade-offs of each block are used touwzirestbehavioral
model for the whol€&AC to be used for system level design space exploration using the
applications set target performance as constraint.

4.1 The Mixer Block Performance Analysis

The mixer goal is to translate an input signal from one fregyuband to a different
one without distorting its amplitude and/or phase. From equation 3.1, in cBapher
multiplication process could do this job. Equation 3.2 also shows that thiplication
process implies that the resulting translated signal ampldegends not only on the
amplitude of input signak; but also from local oscillator amplitude o. Therefore, the
local oscillator amplitude must be precisely controlled to avoitbidisn on output
signal. Indeed, the wish is the dependency of mixer output signmitade only on the
amplitude of input signal. This way, the mixer output signal could be expressed by

Vp(t) = A cos@t + ®,) xsgn(LO). (4.1)

Equation 4.1 conceptually says that the input should be mulfiplied onlyebsidn
of the local oscillator signal what mathematically is a squaree ( '1) multiplication
where its frequency is equal to the local oscillator frequency as shown by 4.2.

Vo (t) = A cos@t + @) x square(c., ) (4.2)

Expanding expression 4.2 using the Fourier series of a square wavanylitude
1, we obtain equation 4.3.

cos(@n—1) Loy ot) +---

V(1) = A cost + ;) x i[cos(wmt) + %003(3 Loy ot) +---+
4.3
V(1) = 27’*[cos¢apt) +cos[(e, + 24, )t]] + %*T[cos[(wp = 20.)t] + cos[(@, + 4w )t]] + - “9

v (1) = 2 cosgat) + -

7

It is clear from 4.3 that the mixing process generates higgr trarmonics copies of
the input signal at the mixer output spectrum that must beefilteut by the image
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rejection filter or channel selection filter. Our interissonly on the copy created aw
(processing frequency band), because it is in that position thatpihesignal is going
to be acquired.

Figure 4.1 illustrates the mixing process using switching azited above. In this
example, the processing frequency bdP) (s centered at 10 MHz and the input signal
is at 11.5 MHz, so one possible frequency choice (lowest) foL@hes 1.5 MHz to
translate the input to the processing band.

Switching Mixer Output Spectrum

0.7 Signal Copies
. LILLL A
Processing « 4% % A\
06 Frequency @ | &
Band —~g,

0.5r .

0.4r
£
8 Signal

0.3f Copies

0.2

U] E

Il Il
0 5 10 15 20 25 30
Frequency - MHz

_..
—
—
—

Figure 4.1: Mixer output spectrum folL® frequency equal to 1.5 MHz and an input
signal at 11.5 MHz, the processing frequency is 10 MHz.

A mixer is inherently a non-linear block because it createpiémecies at its output
that do not exist at the inputs. However the multiplier block couldubstisuted by a
multiplexer that commutes between a positive and negative gain enhd.@ half
period cycle, as shown in figure 4.2. As a result, for each half pefib@ the transfer
function from the input to the outpBF is linear. This way, the mixer can be considered
as a linear-time-variant system whose its gain changegalglaccording to the.O
signal.

At this point, it is important to define the performance pararaetat characterized
a mixer topology. The performance metrics are the conversiom gandwidth, 1 dB
compression point, third order intercept poiti?3), noise figure and port-to-port
isolation [TOU2002].

4.1.1 Performance metrics of mixers

It is not the goal of this work to deep into details on the dasani of the metrics
commonly used to evaluate performance of mixers. We are goiggmugive a brief
review of the basic parameters and how they are related to this work.
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Figure 4.2: A linear time variant model for a switching mixer.

4.1.1.1 Conversion gain and bandwidth

The conversion gain and bandwidth definitions are similar to the onestase
characterize linear systems with the distinction that the iapdtoutput frequency are
in different spectral positions.

The definition of conversion gain is the ratio between the signialpat port RF
port, for example) and the signal BE port (F port, in generaRF mixers). For
example, in figure 4.2 the conversion gain is around 0.64. In most mactige], the
conversion gain drops when th&® frequency gets higher what sets some sort of
“bandwidth”.

From the fact that mixers have two distinct operating frequerfciput and=P) so
it is possible to define two different bandwidths. The input bandwidtmetefthe
frequency coverage on the input port. On the other side, the output bandwidirone
seen by the output signal [TOU2002, LEE98D].

4.1.1.2 1dB compression point (P14g) and third order intercept point (I P3)

The linearity of a mixer is characterized by 1dB compressiont [i®i4s) and third
order intercept pointP3) [TOU2002, LEE98D].

The 1dB compression poinP4{gg) measure the deviation from the ideal linear
relationship between the input and output, actually it identifiesniing imixer power at
which the conversion gain drops 1dB, as shown in figure 4.3.

The other parameter called third order intercept pdi8)(gives information about
the potentiaSNR or SFDR degradation in the case a interferer signal that is close to the
desired input tone, it is also identified in figure 4.3.

4.1.1.3 Port-to-port isolation

Another parameter that characterizes the dynamic behavior odea isithe port-to-
port isolation that is especially important for high frequency atpeg systems. It
inform about the leakage of either th® signal to input and output ports. Th®
leakage to input port can cause self-mixing leadinD@ooffsets that could corrupt the
output. TheLO and input toFP port leakage is not a big problem when L@ and
input signal are located outsideF band that actually occurs in most applications.
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Figure 4.3: The graphical representation of the 1dB compression Bgjgjitdnd third
order intercept pointP3).

4.1.1.4 Noise figure and noise factor

The classical definition of noise factdf)(is the SNR degradation when a signal
passes through a circuit and the noise figure (NF) is the rMacser expressed in
decibels, as expression 4.4 shows.

totaloutputnoisepower
outputnoisepowerduetoinputsource (4.4)
NF =10logF

F

The determination of the noise figure must be carefully planedubecactually
there is two possible input frequencies that can generate th@gR&l. One is the
desired it and the other is an image, these two signalalke@ sidebands and they
are 2 art from each other. So, when computing the NF, for exampls, it i
necessary to state if the result is double-sideband (DSB) or single-sideband (SSB).
TheNF SSBis 3 dB higher thaSB NF, assuming the conversion gain is the same for
both frequencies.

4.1.2 Mixer topology

There are several architectures to implement a down or up convensien as
shown in [RAZ98, LEE98b]. Looking at theMOS technology components naturally
incorporate excellent switches, so these switches could be usedvetmpddiigh
performance multipliers employing switching techniques. Thiscaggbr has not only a
great appealing by its simplicity but also it require no b@snaking it a choice for
very low power applications [LEE98b].

A double-balanced passive mixer simplified structure is showniduyref 4.4.
Indeed, this topology is a bridge of foGMOS transistors driven by BO with two
counter-phase, in each clock phase only two switches are on in opp@sithes
creating a balanced output. The simplest architecture is hasea set of CMOS
transistors working as switches (transmission gates), andrehliation is called
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passive mixer. The multiplication process involved in this topologyastl/ the same
developed early in this chapter, so all harmonic copies of the inpuateated as figure
4.1. Actually, if theLO clocking signals do not have an exact 50% duty it also creates
copies of the input related even harmonics of the clocking signal. Tiaos®nic input
copies are also suppressed by the channel selection filter that follows.

Figure 4.4: A four transistors simplified double-balanced passive mixer topology.

This mixer topology has two main advantages. First, it achievegharhiP3 (third
harmonic intercept point or inter-modulation product), since the trarsisios
submitted to a largeys overdrive. Second, there is no power consumption from the
power supplies. Moreover, it allows easy generation of the locdlabscisignal, as it
can be a square wave.

Of course, it has some disadvantages. One of this drawbacks cocdoh\ersion
gain (equation 4.3) less than onen(2 -4 dB), that could be compensated by Ii2e
modulator input scaling or\AGA block.

4.1.3 Passive mixer dynamics and performance analysis

In last section the mixer topology that is going to be used iprigosed~AC was
presented. Now, we are going to proceed in the mixer performatoatssn dividing
it into two parts: one regarding th® dynamics and other regarding flicker noise and
distortion.

4.1.3.1 Noise and distortion

Exist a strong dependency of the noise figure &8 (distortion) from theLO
driving waveform, since both parameters are closely relatdtiet transistor channel
resistance at “on” state [LEE98D].

The “on” channel resistance impacts on mixer thermal power ngegion, so to
keep it at low levels it must be small valued that impliegelarea transistor. The usage
of large transistor on the other hand brings not only an incredke gate capacitance
as also an increment in the gate-drain and gate-source pacapticitance. Higher gate
capacitances has impact on power consumption and driving capalufiti€3 do to
load increasing and possible reducing the upper limit on frequencyageveA side
effect is the increment iRIF noise injection do to higher currents switching. The raise
in the overlap capacitances reduces the port-to-port isolation.

To obtain a higHIP3, it necessary to maintain the “on” state channel resistsce
constant as possible what requires larg®verdrive voltage.
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4.1.3.2 The LO dynamics performance impact

The mixer control signals are derived fronlL@ timing system that indeed is a
frequency synthesizer comprising GMOS oscillator or VCO / PLL circuit or a
combination of them [LEE98b]. THeO circuitry, as all circuits, are subject to noise
sources. A question rises up: what is it the impact of the gualitLO signals
generation on the mixer performance? Regarding the facthibee tontrol signal have
digital format, noise superimpose on digital signals, with ampliteelew the noise
margins of the mixer drivers (digital buffers), will not ingbaon the mixer noise
performance [MAR2000]. What is really import is sharp transition and regulatedp
SO time uncertainties in transition edges can cause mix@rpance degradation and
intuitively its impact increases as input signal frequenciesigéer. This way, one of
the most important aspects is the time jitter at the nmswetching control signal. The
presence of time jitter in the transition edges of those sigsafigure 4.5 shows,
impacts theSNR at the mixer output with strong dependency on the switching
frequency [SHI9O0]. Actually, the time jitter in the controlreag will be one the most
limiting factors for high frequency operation dueSNR degradation, so it is important
to model this effect.

LO ..

2
I
1
!

1
i
i

b e >

‘\".' t
Lo ? Time Jitter

T t

Figure 4.5: The time jitter on mixer control signal edges.

From equation 4.2, the mixer control signal is a square wave, whrexggehcy is
equal tom o, a Fourier series can be used to express it in terms b&itsonics as
shown in expression (4.3). The presence of time jitter in thelsngisignal represents
an uncertainty in the switching time and can be modeled as shown itoagi4a5),
wheret represents the time jitter.

tj =t+r7 (4.5)
Taking an input tone with angular frequeney and amplitudeA, the resulting
image aiwp in presence of time jitter is given by (4.6).

Vp = %[cos(wLO r) cos(wpt) + sin(w o T) sin(wpt)] (4.6)

In equation (4.6), there are two terms at the desmade both being modulated by
the time jitter (one in terms ofosine and the other in terms aine functions).
ConsideringRMS value of time jitterr a small fraction oto o, SO the productm, o is
much less than 1, making possible to approximate (4.6) by
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Vp = 27'6‘[(305@),;) + a)Lorsin(wpt)] (4.7).

From the last equation, the signal (first term) and tmése (second term)
contribution are separated, making possible to cakul&SNR at the output of the
mixer with a time jitter distribution with zero meandgRMS value oftrys [SHI90].

A /
Py
NRy; = 10|09[P—MT] = 1OIog T DA)/ = —20l0g(27f ;T rys) (4.8)

Using (4.8) it is possible to estimate the signal-to-noise degradation due to the
presence of time jitter at the mixer control signal, thas ibne of the most limiting
factors for achieving high frequency of operation for the proposedaoéerThe mixer
thermal noise comes from the transistor channel at the “o® stdhe switches due to
the fact they operates in triode region that can be done reagdoahh the range of
few Ohms.

Till this point, we have modeled the time jitter as randomly @hssft. Another
question rises up: what really happens with this phase noise andpéstiin the
spectrum when using practical circud€0O andCMOS oscillators as timing sources
for the mixer? The first approach is to think that edge tranditio& occurs at each half
period T o/2 plus anidentically and independently distributed time uncertaintyAy, so
this time is

L=kria, (4.9)

In practical VCO and oscillators, the simple transition time rhgdesn by (4.9)
does not effectively represents what really happens in thosegtisystems. Actually,
the time jitterAy is accumulated from one transition to another as equation (4.103 show
[CHE99, HAJ98, RAZ96 ].

k
t, = kLo 4 >a, (4.10)
2 =
To illustrate the difference between the two approaches, weabmiiker model to
evaluate the impact them at mixers dynamics performancey ube Matlab® as
platform. A Gaussian random time noise generator with zero mearstandard
deviation normalized to theO periodT o is used to generate the time uncertainties to
create the transition edges of the mixer driving square wawkefaed in equation 4.2,
using the transition time definitions giving by 4.9 and 4.10. It igesteng to refresh
that the power spectrum densiBSD) of a Gaussian distribution is white and, indeed,
from equation 4.6, the effect of time jitter in the processinguieacy appears as an
additional modulating source. So we should expect that applying 4.8 witéte noise
floor being added to the desired input signal, as figure 4.6 shows. Qrhérehand,
using 4.10 that it integrates the time jitter over the tins&id shape around the input
signal shows up, resembling the same behavior oflAhaoise neaDC. The “skirt”
effect comes from the integration carried out in time thairémotes al/f 2 noise
distribution PSD reshape, this effect is also reported and related to phase noise i
oscillators [TAO99a, HAJ98, RAZ96, CHE99]. In figure 4.6, the timerittsed in the
simulation identified byd’ and ‘T1” were the form expressed by equation 4.10 using a
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Gaussian noise source WRMS value equal to the local oscillator signal peridgdd)
divided by 10000 and 100, respectively; thé simulation used a non-accumulated
Gaussian noise source WRMS value equal to the local oscillator signal peridgdd)
divided by 10000.

Mixer output simulation with time jitter
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Figure 4.6: Influence of time jitter in the control signals of a mixer usaoymulated
and non-accumulated time uncertainties.

Another aspect concerning the dynamic behavior of the mixer bloftkgasency
dynamic range necessary to cover desired input bandwidth. Taking into account that this
interface is going to process signals fr@€ to fax, the frequency dynamic range —

FDR of the mixer input and mixer control unit is defined by expression (4.11).
f f

+ f
FDR= "“aXf P = }"ax +1 (4.11)

p p

From (4.11), it is clear that the processing frequdpdgcation directly impacts the
frequency dynamic range of the timing generation unit.

The next step is to model the performance oAHenodulator block.

4.2 The CTBPAX Modulator Block Performance Analysis

Low-pass [(P) and band-pas8f) continuous time\X modulators have increasing
use in high frequencyHF) applications as basic building blocks for data conversion in
telecommunication arena [SUS2004]. They are particularly atteadtecause their
robustness and tolerance to low quality components that make theitulpdy
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interesting to construddF (tens of MHz) data conversion interfaces with relatively
high resolution $NDR around 70 dB) employing low resolutioAD and DA
converters.

In the following, we will discuss the performance metricsA@f modulators and
their impact on th&AC noise model.

4.2.1 Performance metrics ofAX modulators

As it was stated earlier, th&X modulator low resolution quantizer is inside a
feedback loop that moves away the excess quantization noise from lsaghl the
resultant shaped noise frequency profile is set by the noise shaping loopAfdteally,
the AX modulator output is a signal quantized stream buried in quantizatise aod
distortion (due to non-linear quantization process). The quantizer outpansten be
either a bit or a word stream depending on the number of quantimatelruse in the
quantizer block. The signal bandwidBBW of interest is related to sampling frequency
through theOSR, as equation 4.12 shows. This way, the overall performance a&the
modulator is best evaluated by iBNDR versus input signal power; a typical
performance curve is depicted in figure 4.7. BINDR expresses the ratio between the
signal power over the total noise and distortion powers inside thel $igndwidth, so
making possible a straightforward determination ofeguivalent number of bits —
ENoB through the classical equation 4.13.

fS
20R
SNDR,, — 176

SBW = (4.12)

ENoB = bits (4.13)

SNDRH

SNDR,. o7
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e mm—— o DR += == - » Xes Input
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Figure 4.7: TypicaBNR characteristic of A~ modulator

The minimum input signal powe{mi, is the 0 dBSNDR point where the input and
noise power have the same magnitude. FromXhis point till the overloading point
XoL, theSNDR increases as input increases; this patt®©fmodulator response curve is
dominated by the signal power. The overloading point is charactdrza flattening in
the SNDR that is caused by a high growth in quantization error power owvang t
guantizer overload, the pe&NRD is achieved in this region. An increase in the input
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power ahead the overloading point augments the probability of reaicisiadpility in
the AX loop getting a sharp drop in tf&NRD. The inputdynamic range — DR is
defined as the ratio between the input overloading p&ist)(to the minimum input
power Kmin). Figure 4.7 shows those points of interest.

DR=10log Xa.
X

(4.14)
min

In some applications in telecommunication field, for example atirman input
signal, the ratio between the maximum signal power and thedtighemonic peak in

signal band is an important parameter and is cadbedious free dynamic range —
SFDR (equation 4.15 and figure 4.8).

P.
SFDR =10log—¢ (4.15)
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Figure 4.8: The&SFDR definition.

4.2.2 CTBPAX Modulator topology

For developing th€ TBPAX modeling, it is necessary to define the modulatise
transfer function — NTF definition, since the modulator whole performance is closely
linked to theNTF shape. During th&TF definition phase, the designer must keep in
mind that theAX modulator is a feedback system and as a feedback system itystabil
problems can show up since tN&F not only impacts the quantization noise shaping
but also the\X loop stability. So, we chose as starting point a discreteltm@assAX
modulator -LPAXMod prototype [NOR97, VAZ2003] where loop stability and noise
shaping are well defined. Figure 4.9 shows a recursive way of fgikeh orderN
LPAXMod (LPAXModN) from a first order modulator LPAXModl). The
LPAXModN NTF and thesignal transfer function — SFT obtained by this method are
given by equations 4.16 and 4.17 respectively.

NTF(2) = -z )" (4.16)
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STF(2)=z" (4.17)
Recursive way of building a LPAZModN
LPAZMod1 §
u Q > Vv

z-1

z1]e

Q Q replaced by

LPAZMod1

LPAZMod2 ;
u +

T Iz

LPAZModN f

u —»(?-» H(2) ﬁ}-ﬁ} H(2) 'ﬁr} HE) [ Q :I—» v
) ] ) ) H

(2) =%

z1 z-1
Figure 4.9: A recursive way of obtainind RAXModN from aLPAXMod1.

A commonly used in filter design low-pass to band-pass frequentfdranation is
used to transform the low-pass prototype described above into aaistretband-pass
AY modulator prototype. Equation 4.18 shows the low-pass to band-pass frequency

transformation [NOR97].
=~z B Zgp _COS(QP)

1_COS@P) (Zgp (4.18)
Q.= 271%

S

ZLP

Applying the transformation rule given by 4.18 in equations 4.16 and 4.&8pity
in the band-pass prototype version of the original low pass, as shoatsoas 4.19 and

4.20. From 4.19 and 4.20, it is noted that the final order is twice the ofrdiee low
pass version.

N
_(1-2BosQ,)z"+27
NTFBP(Z)_( 1—005(5 )z*
P

(4.19)
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_1_
STF.. (2) = 7 32— C05€%)

= (4.20)
1-cosQ,) [z

Figure 4.10 shows the band-pass general architecture drawn from rnibealge
LPAXModN shown in figure 4.9. Now, thid integrators are replaced blresonator at
the target band pass frequency.

BPAZModN Lo

u —’?‘ Hres(Z) "?’""‘?" Hres(2) ’?‘ Hees(2) Q T v

z(1-cosQ;)z)
z* -2[tosQ,)z+1

H,.(2) =

Figure 4.10: General topology oBPAXModN.

It is important to observe that the transformation describedeeanaintains the
performance and stability characteristics of low-pass pno¢otysed as starting point.
Figures 4.11 and 4.12 show the simulation results of four diff@¢@@mhodulators; one
LPAXMod2 and threeBPAXMod2. TheLP was used as a prototype to generate three
differentBPAXMod2 at frequencied/16, 1/8 and1/4 of fs. The four simulations show a
close relationship between thé> prototype noise shaping argNDR with the BP
versions.
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Figure 4.11: ThéSD simulation results of a second ordlét prototype and three
differentBP AX modulators obtained throudf® to BP frequency transformation.
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Figure 4.12: Th&NDR simulation results of a second ord€ prototype and three
differentBP AX modulators obtained throudf to BP frequency transformation.

The next step is a continuous time equivalenEBnodulator design using some
discrete to continuous time transformations, like the modifiettansform or pulse
invariant transform. The objective in this procedure is to find a continirmestransfer
function that mimics the prototype discrete time behavior at saaofpling instant
[NOR97]. Expression (4.21) shows this general procedure, whasethe sampling
period. HredZ) is the discrete time resonator transfer function desigicedrding to
equation (4.19), which fulfills the target performance specifications.right hand side
of equation 4.21 is a composition Bbac(s) andHcrr(S) that are thddAC and the
continuous time equivalent resonator transfer functions, respectively.REkg(S)
transfer function incorporates tH2AC pulse shape what makes possible the more
convenientDAC pulse waveform selection in the synthesis process for thefset
applications.

Z_l{H R(Z)}t:nT = L_l{ Roac (S H CTR(S)}t:nT (4.21)

The parametric modeling of the band-pA&&smodulator is going to be presented in
next section.

4.2.3 CTBPAX Modulator performance analysis and dynamics

The starting point for modeling tHBPCTAX modulator block is a discrete time
prototype, as described in last section. The recursive topology preseffigaae 4.10
can be modified using classical block manipulation to have only onbdelegath, as
figure 4.13 shows. So, the discrete timB-dtder resonator transfer function having all
poles at the same place in the unit circle can be written as
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— | Z[{l-cosR7K)2) JN
H R(Z) Lz2-2cos@ k) z+1

(4.22)
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Figure 4.13: Discrete time band-pags modulator with single feedback path.

Using the conventional linear model for tBA modulator where the quantization
error is assumed as a white noise source independent of theignmalt[s8lIOR97], the
signal and noise transfer function can be rewritten as shown in) (4rizB (4.24),
respectively, witiNgr(z) given by 4.25.

STF(2) = (Na(2)" (4.23)

(1-2cos@7k) 2 +z 2)N +(Ng ()N

— (1-2cos@rk)z t+z72)N
NTF(2) = (1-2cos@7k) 2 2+22)N +(Ng (2)M (4.24)

N.(z) =1-cos@7k)z™ (4.25)

The noise power spectral densi®SD) shaped by the loop filter is expressed by
equation (4.26), wherd is the quantization step from B bits quantizerfs is the
sampling frequency an@es is the quantizer full scale range.

N () = g |NTF ()|

12217,

Az Qs (4.26)

281
Integrating expression (4.26) over the signal bandwilW% as (4.27) states we
obtain the total quantization noise powy into the signal band.

Qp+28W,
Pn= [ Nog (QdQ

Qp -2 (4.27)

with Qg Eé and Q= ZZDf
S

The Taylor series expansion of 4.24 around the center freqdigrRspguming that
BW <<f,, as equation 4.28 shows, is used to calculate the result of equation 4.27.
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New (Q) = P |NTF(e2)* = Ry A, + Ad+ A, 32 + A B° +0,(9)]"
0=Q-Q, (4.28)

4
=0, A=0 =4 and A=
A=0 A=0 A A=y
The values of the Taylor’'s sgriacoefficieﬁ\ts A; andA; actually reflect how the
NTF behaves in the vicinity of ., it has a local minimum at this point with gain
equal to zero that was forced by design. The third order effgcthows a small

d ency on the processing relative position in the spectrum, tlaat iwe forced

th y starting with BP prototype and remapping it to another center frequency
romDC, that was already shown in figure 4.11. In fact, the relative position

of S not impact directly in inherent quantization noise performangdeits

selection is mainly application driven, that it will be discuss$esl later on. Therefore,
truncation 4.28 in its second order term and applying 4.27 we obtain eaprds29
that predicts the total quantization noise power in the signal bdwedtefmQes is the
guantizer full scale range.

P ~ HZNQFSZ
N 12(2° -1)2(2N +1)OSRN

(4.29)

The modulatoSNR is obtained by taking the input signal power and dividing by the
quantization noise powdPgn, SO considering an input tone signal with amplitéde
inside the signal band, i.e., ndgr theZA modulatorSNR is estimated by expression
4.30. In figure 4.14 and 4.15, the simulated and predBi¢d are shown for a second
order (N\=2) BPAXMod employing two different quantizers one single bit quantizer
(b=1) and one four bit quantizelo£4), respectively, for two differef®SR.

K4 _BL2° ~1)’[(2N +1) DR A2

Poy i Qs

From expression 4.30, the output dynamic rang&@fodulator is approximately
predicted by using the maximum allowable inputvidrich theAX remains stable, this
value is around half the quantizer full scale [NGR%o0 theDR is given by equation
4.31.

(4.30)

S\IRBPZAM =

Qrs’ 3028 -1)2 2N +1) [OSR™N |
DRgospv = szlotl]og{ d ) E(an“‘ ) } indB (4.32)
ON

Expression 4.30 synthesizes all characteristic mpaters for the band-pass
modulator design and can be used for design spauteration for the determination of
the most appropriate value f&@SR, modulator ordeN and the quantizer number of
bits B. After the definition of these parameters, we garahead and find an equivalent
continuous time BEA modulator as mentioned in last section.
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Figure 4.14: Th&NR simulation and prediction for a BEMod of second order with a
single bit quantizer.
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Figure 4.15: Th&NR simulation and prediction forBPAXMod of second order with
a four bits quantizer.

4.2.4 Processing frequency  selection tradeoffs

In the last two sections, we presented the performance anatygki®pology of the
FAC BPAXMod and, according to equation 4.30, thE SNR is independent of the
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processing frequency selection. So, the pass-band of\¥Mod could be placed
anywher DC to f42. Indeed, this is not true in real implementations. The
resonatom”el used to derive the performance estimation equlaisnan infinite
gain at t is not achievable in real world circuitry mainly dudhe finite gain
product bandwidthGBW) operational amplifier in activRC implementations or the
transconductor output conductancegiC implementations [ORT2003, COR2003].
Additionally, it is interesting to recall that &%rder resonator with finitewrit factor —

Q has a -3dB bangedth given by expression 4.32 andSBW/ (equation 4.12) is
function of both thﬁand sampling frequencys); therefore, for a constaBW

and moving down implies that the Q must go down in the same rate, making
the value of 4.26 increase.

Q
BW=-" 4.32
9 (4.32)

On the other hand, from the application point of view, we can antigzselection
of the processing frequency from its implications at the inpuingiigrocess and at the
AXMod. For a givenSBW andfp, the ratio selectioffip/fs is a tradeoff between the
sampling frequency (whole system speed), anti-aliasing fitguirements an@SR.
Moving upfp towardsfg/2, the transition band for the required anti-aliasing is smaller,
so in this sense moving dovmwould relax the anti-aliasing filter constraints. But, on
the other hand, lowering the processing frequency makes more diffheulimage
rejection in the high input frequency range due to the mixing pranessalso, from
equation 4.11, it increases the frequency dynamic rarfgeR-of the local oscillator,
impacting on its complexity [VAZ2003].

To accommodate these tradeoffs among anti-aliasing and imagé&enefiltering,
the processing frequency should be placed at an intermediate freaunehe Nyquist
band. An optimum frequency for it fg/4. This choice offers a good balance in those
filter constraints and also brings some additional advantages $ikepder design loop
filter (analog) realization fronbP to BP transformation and digital mixing processing
to base-band is very simplified [VAZ2003].

4.3 Conclusion

This chapter presented the theoretical basis for predictingrAl@ performance.
The proposed modeling approach has divided=%&€ noise and distortion calculation
into two sources: the mixer and th& modulator. The goal of this segmentation was to
provide a way to account for the influence of each block if-&@ global performance
estimation thus allowing more design space exploration at the topological level.

The mixer main noise source was considered as that geneyateel digital control
signals in form of time jitter as shown in equation 4.8. Actualigré are some
additional noise and distortion sources that are present in thenpeal circuitry that
must be accounted for at the mixer design time like therma npst-to-port isolation,
IMD3 andIP3, for example; these parameters were already addrestisel ragtrics for
evaluation of the mixer performance.

For the AX modulator block, the quantization noise was chosen as the main
parameter to establish the relationship between the desirednpanie level and the
OSR, quantizer number of bits and tNGF order. Again, the quantization noise is not
the only performance degradation cause, but it reflects the iothabavior of theAx
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modulator. The designer has to deal also with the leakage in thgratdrs, the
impairments in time constants, clock time jitter, the thermdl @upling noise in the
active and passive devices. Most of these parameters are wtoomgdlated to the
specific implementation topology that must be treated appropriatedesign time
[VAZ2003].

Therefore, the overall performance estimation of the propBa€tiis given by the
worst SNR at the bit stream level, taking into account the contribution of tleetayq
noise and distortion by the mixer and t6&@BPXA modulator. Since th€ TBPXA
modulator has its intrinsic performance independent of the location of the input signal in
the spectra, the frequen@NR degradation comes from the mixer block and local
oscillator timing block that gives the frequency coverage liioia as stated by
equation 4.8. A general expression for #&C performance can be drawn using the
noise and the induced distortion contribution of each individual block. Equati8n 4.3
expresses the totdNR of the proposedrAC, whereP;, Pon and Py are the input
signal, the quantization noise and the mixer noise power, respectively.

P
N = 4.33
Roe =5+, (4.33)

Equation 4.33 synthesizes the achievdA& SNR and it will be used in the next
chapter to perform a design space exploration foFAC design parameter
determination to achieve a desired performance goal.
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5 THE FIXED ANALOG CELL DESIGN

The previous chapter addressedfiked analog cell - FAC model and performance
prediction that resulted in equation 4.33. From this equation, two noise caatribut
sources are identified, one from the mixer and the other one fiBPEA modulator.
Figure 5.1 illustrates thd=AC SNR behavior as the mixer switching frequency
increases for different combinations A modulator orders, oversampling ratios and
time jitters. The RMS values of the time jitter are norgeli to the highest frequency
Fmax to be processed by the interface corresponding to 1% and 0.1% roaxmaum
mixer operating frequendymax period. The frequency analysis span is also normalized,
but now to the processing frequerfeyleading to a maximum mixer frequency of 100
timesfp. There are two distinct regions in tRAC SNR behavior over the frequency,
one flat and another with drfalling rate. In the first one, in the low frequency range, it
is clearly predominant thAXMod induced quantization noise and distortion, so the
OSR and the number of resonatol$ impact the overall performance. As input
frequency increases the noise power generated by the soxsre clock becomes the
limiting performance factor. Therefore, independently of the systeder or the
oversampling ratio, the interface performance remains limited.

FAC SNR using a single bit quantizer
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Figure 5.1: The relative mixer time jitter, the resonator order an@8kefrequency
impact over thé&-AC signal-to-noise-ratio as a function of input signal frequency.
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Figure 5.1 also clearly illustrates that for applications infidteregion the limiting,
performance comes from the noise and distortion inAfi®lod, as we stated above.
So, some comments must be done regarding AliMod design phase and the
application mapping at the configuration phase.

First of all, before we go deep inside tRAC design example, a few points are
necessary to discuss concerning the tradeoffs that emergettieFAC performance
analysis. Taking the highest target bandwidth specification, pameag to the signal
bandwidth SBW, and the require®SNDR, these constraints set the bottom of the
AXMod performance. So, during theAC design time, this constrains are used to
balance the modulator complexity and the sampling frequency. ttbaugfreshed that
the complexity ofAX modulators come mainly from the selected ofdenumber of
cascaded resonators) and the quantizer number df fiesolution). By increasing the
number of resonators a more aggressive noise shaping is obtainethatMéty,
increasing the quantizer number of bits a total quantization noiser pedction is
achieved in the loop filter. Both approaches lead to a higherSiN8IR as shown by
equation 4.26. The best design should be the one with the lowest sangdjugnicy,
the highesOSR, the lowest number of resonators and quantizer bits that satisiik
the required signal bandwid8BW andSNDR. The sampling frequency impacts on the
power consumption not only of the analog blocks but also of the digitalot@md
processing blocks, so using the lowest sampling frequency will eethee power
consumption. Augmenting th@SR results inSNDR improvement, but the sampling
frequency is related to the signal bandwidth by @8R (equation 4.27), then to
maintain a constanSBW the entire modulator clocking scheme boosting up is
necessary what can bring timing related issues like titteg that degrades tH&NDR
[CHE99] and, additionally, it increases the power consumption. Finléy,lowest
number of resonators and quantizer bits is desired because thelated to modulator
complexity, enhancing the modulator complexity results in larger areaumption.

5.1 The FAC Specification and Design

To illustrate the above reasoning, let us suppose a general pBp&sa@analog
interface that will be used to process signals fl@@up to 20 MHz, with bandwidth of
at most 60 kHz, with achievable out@iNR of 50dB ENoB = 8 bits). The proposed
FAC could be used as this interface and we will show how it can be designed.

Looking at figure 5.1, th&AC SNR over frequency resembles the low pass filter
response. Then, we could also define a mixer cut off frequency wWieereise power
of the two sources have the same magnitude, this point corresponds3dBHhmint in
the performance curves in figure 5.1. The mixer cut off mustgo@lgo the highest
input center frequency band. This way, the expressions 4.8 and 4.33 aesl dppli
determine the maximum tolerable mixer clock souRRKIS time jitter, that is
approximately 16 ps. Setting equal to 0.25ff = f/4) to force the lowest sampling
frequency and, employing equations 4.26 and 4.28, it results th&toeddr BPZA
modulator using a 1 bit quantizer operating WdBR equal to 32 could deliver the
suitableSNR, hence thép andfs will be 1 MHz and 4 MHz, respectively. The choice of
single bit quantizer regards the intrinsic linearity of sD&C andADC. According to
figure 4.9, the discrete prototype for the proposed solution is showigure f5.2.
Indeed equation 4.33 predicts an upper performance bound, because some other
secondary effects that emerge in real implementations wereak®rt into account at
this time, but they are well-known and also extensively treated in literafated toAZ
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modulators [CHE99, ORT2003]. This way, it is mandatory to leave son@pance
headroom to accommodate the leakage in the integrators, the immsairmetime
constants, control clock time jitter, the thermal and coupling noigkéd active and
passive devices [VAZ2003], for example.

BPAZMod2 f,
u—ﬁp}- H...(2) ’%} H...(2) »<CAaDC T v
<DAC | 22
z 2if, T
H«(2) == for Q, =—F ==
z7+1 fg 2

Figure 5.2: The discrete prototype architecture fdf ardler band passs modulator
with center frequency at/2.

5.1.1 The continuous time band-pasdX modulator architecture

From the discrete time loop filter prototype, the continuous timevalguit loop
filter must be determined using the procedure defined by equation 4@h. the
analysis of equation 4.21, it is mandatory to know the exact shapefetttimckDAC
pulse that is going to be used to close the loop and excitesieaters. Actually, there
are two basi®AC rectangular pulse shapes, one cafled return to zero — NRZ and
another calledeturn to zero — RZ, as figure 5.3 shows. TH¢RZ pulse shape remains
at the same reference voltage/current level from the begitiflitige end of sampling
period Ts. The other case, tHeZ pulse shape, it stays at the reference voltage/current
level from the beginning till tim&p when it changes from the reference current/voltage
level to zero.

Pulse Pulse
: Sampling Period :
+Ref 4= ¢ 1 +Ref ==t
k K+l kK Ty kel

Figure 5.3: Thd&NRZ andRZ DAC pulse shapes.

The NRZ approach is easier to design since it is indeed the pulse mvianarsez
transform that is implemented in tools like MaftaEquation 5.1 shows the continuous
time loop filter using this approach; it is normalizedf$¢o Four feedback paths are
necessary to create the zeros of this loop filter using thssichl state variable



66

topology, each one of the feedback paths goes to one state variaftegrator, so in
each integrator we need a summing node. From the implemenpaianof view, a
NRZ DAC pulse suffers of memory effects due to finite bandwidth andanskfall

times of theDAC drivers, that is more severe for signals near the fulesséken long
sequences of zeros or ones appears [VAZ2003]. On the other haRZ, bwC pulse

shape a return to zero state always occurs, so eliminating the memory. effect

0250%° — 0.1685(%% + 0.61695+1.522
5+

The selected continuous time topology is depictefigure 5.4. We adopt theZ
scheme as shown. Actually, two differd® DAC pulse shapes with duration of half
the sampling period were used, one beginning asdngpling instantACgz) and the
other half sampling period delayeDACurz). Besides the elimination of the memory
effects, this approach creates the possibilityde anly two summing nodes as figure
5.3 presents [CHE99]. One of the costs of this @ggn is that the discrete time to
continuous time transformation (equation 4.21) ictrickier than usually is, because
both pulses last less than a sampling period, tmventionalz transform approach
cannot be used. Instead thmodified z transform must be applied, because it
incorporates a delay with magnitude less than gpbagperiod in its definition. Using
this approach the feedback gains, according tordidu4,H1lyrz, H2Hrz, R1rz and
R2grz are 2.987, 1.087, -0.6339 and -0.4502 respectividlpse gains were calculated

using Mapl& symbolic tool. The details of this developmere described in Appendix
l.

NTF, (S) =

(5.1)

CTBPZAMod2
st QPS Y‘ 1_ . >
Up Z SZ+Q|23 Z SZ+Q|23 > _| > » BS
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1 DAC iz |9
H2\ g, [¢ :
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Figure 5.4: The continuous time band-pA&Ssmodulator architecture.

As shown in figure 5.4, the one sample time delay betweerAB@ and the
feedbackDAC was maintained to guarantee a sufficient conversion time DRk

The continuous timeAX modulator architecture definition makes possible the
development of a simulation model to draw comparisons betweeGTB&AXMod
against the theoretic&NR prediction and th&€ TBPAXMod against the digital seed
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prototype, as start validation point for the modeling and degignoach employed.
Therefore, the€T AZ modulator described above was modeled using the Sinuaimét
Matlab®; the continuous time resonators were modeled using state varitibte f
architecture with ideal integrators, as shown in figure 5.5tudlly, the model
construction has at least two reasons, one regarding the validaparst the other
concerning the prototype design phase and component selection.

Figure 5.5: The resonat@T simulation model.

The builtCT model was used to run several simulations using a cosine input signa
with power ranging from input full scale down to -100 dBFS; for €a8ir the signal
frequency was set to be apart 2/3SBW from processing frequendy. The SNDR
comparison was done using the theoretical prediction model, developed iasthe
chapter, and th®T simulation; in these simulations only the quantization noise and
distortion induced byX modulator were considered. The results are shown in figure
5.6 for anOSR equal to 32, 64, 128 and 256. Figure 5.6a demonstrates a good
agreement between the theoretical prediction modeCansimulation results; a greater
deviation occurs above -6 dBFS inputs where the quantizer startsamregand the
linear model fails, as mentioned earlier. Moreover, Iffeto CT mapping depicted
earlier seems to be done correctly, sinceSNDR from theCT simulation andDT
closely match. Therefore, tH&T AX modulator proposed architecture is validated and
able to go to next design phase comprising the definition of all its components.

SNRD - CT Simulation x Theoretical Prediction

SNRD - CT Simulation x DT Simulation Prototype
120 T T T T T T

120 T T T T T T
|
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A CT Simulation
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go — - - - Lo

60

40

20,

o 1o DT Simulation
) 100~ = — =

. A CT Simulation

Input power - dBFS Input power - dBFS

@) (b)

Figure 5.6: The SNDR comparison between for the CT simulation model agaitist (a)
theoretical prediction model and (b) the DT prototype simulation f@%R equal to
32, 64, 128 and 256.

In the next section, some of the design steps that are imparfamtdone before the
implementing thé=-AC prototype using discrete or integrated real devices are shown.
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5.1.2The FAC prototype design

Our objective is to design BAC that could fulfill the application constraints as
described earlier, using off-the-shelf components. So, it is reggdassselect the circuit
topology implementation after the high level architecture validation.

For implementing the continuous time filters there are bagitvab approaches, one
technigue using transconductors and capacitors that is the well Igae@®rapproach,
and another one known as actR€&- approach, that employs operational amplifiers.
The gn-C technique uses open loop transconductors for implementing the statdevar
of the CT filter that are more susceptible to harmonic distortion, but theyachieve
higher frequencies. On the other hand, the ad&i@e-approach uses operational
amplifiers with local feedback that minimizes harmonic distortigrithe loop gain, but
it is required that the gain-bandwidth product of the operational amphfist be much
larger than the required filter frequency response. The aRtv@pproach was chosen
to implement thecFAC CTBPAXMod prototype because it leads to a low distortion
implementation, and also because it is much easier to find opetatiopéfiers than
transconductors for a discrete components implementation [PAT2004].

The CTBPAXMod design faces additional constraints regarding the frequency
response and dynamic range of the active device used, so those paramustiebe
taken in account. Initially, the simulation model used for checkingDiieto CT
transformation was also employed to determine each integrat@mssary dynamic
range. The integratoBR information was used to compute the impedance scaling, so
all four integrators of the resonators should have almost the satputDR. Another
aspect related to scaling are the feedb@ukC gains, actually those gains in
combination with the reference voltage value define the absolutermaxrange in the
integrators, so they were also scaled to accommodate the aparational amplifier
maximum input and output swing.

The same simulation model was improved in a way to also accounthdor
operational amplifiers frequency response. Figure 5.7 consolidates tuedpre
showing the ideal and the expect&TIBPAXMod PSD considering integrators
impedance and reference voltage scaling and finite product gain bandyedttional
amplifier. Analyzing the simulation result of figure 5.7a a penance loss is observed
nearfp, where thePSD becomes flat. This flatness will negatively impact S8R
performance when increasing @SR by reducing the 15 dB/Octave rate as predicted
for a 2'Y order CTBPAXMod, as depicted by figure 5.7b. This will occur for a signal
which bandwidth falls in the flat region. The flatness inXié¢- owes to a reduction in
attenuation by the noise shaping notch filter. The scaling doesffeot the overall
behavior of theCTBPAXMod, actually the performance loss is due to the active
devices finite gain that it resembles the effect also obsenviedv passAX modulators
implementations, eithddT or CT [ORT2003]. The simulation results shown in figure
5.7 indeed were conducted using the actBBW data of the selected operational
amplifier which is 240 MHz what gives a gain around 200 in 1MHz.

The sampling frequendy was actually set to 4.096 MHz instead of 4 MHz, because
the FPGA (Alterd ACEX1K EP1K100QC208 device) board main clock used for
implementing the control logic is 32.768 MHz, so it is straightfodver make a
frequency divider with a factor of 8; this leads to a procesBemuencyfr equal to
1.024 MHz.
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implemented using
2003] that uses transmission gate topologies. Th&n m

on’ state bandwidth above 300MHz.
The next section will discuss the prototype characterizationadddional details

thdke switches are the turn on and turmad$ taround 0.5 ns
about the prototype design are presented in Appendix .

bandwidth operational amplifiers: (B5D and (b)SNDR versusOSR.
The mixer block was

Figure 5.7: The ideal TBPAXMod PSD and considering finite product gain
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resistance of 6.5
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5.2 The Fixed Analog Cell Evaluation Results

A fixed analog cell discrete prototype was built to provide supporthie proposed
methodology and, also, to demonstrate the application mapping potentialitys
interface. This prototype comprisesFAC and a digital infrastructure based on a
FPGA. The fixed analog block was built as stated in the last sectitmFAC was
combined with a FPGA board with an ACEX1K EP1K100QC208 device. This FPGA
board has an internal clock source of 32.768 MHz that limits the roaximixer
control frequency to half of this clock or 16.384 MHz, so the input frequspan is
from DC to 17.408 MHz as the processing frequency is 1.024 MHzoédh discrete,
the overall principle is certainly valid for any VLSI implemainbn, with the ensuing
benefits. Appendix | shows additional details regarding this impiétien, some of
this details are model construction for prefabrication validatiopaohof real world
components imperfections on tRAC overall performance and prototype debugging.

After building the prototype, a series of testing procedure wergucted to
evaluate the intrinsic performance of the system to vetgfycompliance with the
application whish list and the performance prediction. The evaluatiorequoe was
divided in three steps with the following objectives:

Step 1 - the\X modulator noise shaping characterization and system distortion;
Step 2 - the frequency response and the achieved performance;
Step 3 - thdC linearity evaluation.

Figure 5.8 shows the testing setup used to carry out the evalyatoess.
Depending on the characterization step, the appropriate signal sauraealyzer are
connected to the prototype. The Agilent mixed-sighdB) is used as primary data
collector, since it can acquire analog and up to 16-bit digitabsgsynchronized with
the analog section. Also, thdS oscilloscope has a time jitter analysis application
module that enables it to make time jitter measurements omwthartalog channels.
The computer purposes are the instrumentation control and data acquastiwall as
data analysis post-processing under Métlab

In the following, the results obtained in each one of the aboviegesteps are
discussed.

5.2.1 The AX Modulator noise shaping characterization and distortion

The objective of this evaluation test is to measure the matchingde design and
the prototype noise shaping and distortion properties of the whole ieteréatg the
FAC. Actually, this procedure was patrtitioned into three tests: egarding theNTF
characterization, and two related to intermodulation and distortion effects.

To characterize thaX modulator noise shaping, a 9.217 MHz single tone input
frequency that corresponds to a signal 1 kHz apart from pragessguencyfp when
the local oscillator frequency (mixer control) is set 8.192 MHz. rElealting digital bit-
stream was captured by the oscilloscope, the instrumentatignisedepicted in figure
5.9. The bit-stream record length is abbwlong (4.1 M points) that corresponds to the
maximum oscilloscope memory depth.
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Test Setup
Rohde & Schwarz Rohde & Schwarz Rohde & Schwarz
| Spectrum Analyzer Base Band Generator RF Generator
FS300 (9kHz — 3GHz) AM300 (DC — 35MHz) RF300 (9kHz — 3GHz)

Agent (=] FprcA HP
MS Oscilloscope & Arbitrary Waveform
Infiniun 54833D Generator
(BW = 1GHz @ 4GSals) “ FAC HP33120A (DC - 15M H2)
— HP
Power Avrbitrary Waveform
Supply Generator

: : HP33120A (DC - 15M Hz)

Figure 5.8: The instrumentation setup used to evaluate the prototype performance.

Noise Shaping Test Setup

Rohde & Schwarz . hP
—»|  Spectrum Analyzer Arbltrgreyn\‘/a\/rg\t/grform
F kHz — 3GH
5300 (SkHz — 3GHz) HP33120A (DC - 15M Hz)
4
]
Agilent ) FAC
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—> Infiniun 54833D
(BW = 1GHz @ 4GSals) A FPGA Power
Supply
 — A
Input Signal
— | Waveform : sine
Amp.:1.25V,, @ 9.217 MHz
frnixer - 8.192 MHZz

Figure 5.9: TheNTF characterization instrumentation setup.

The acquired bit-stream was processed to determine its meae syesaggower
spectrum density — PSD using Hanning windowing with 27 points, what gives a
frequency resolution of 31.25 Hz and an equivatense bandwidth — NBW of 46.9
Hz. Then, the resultingSD was compared with the ide@T model and the one taking
into account real devices and system characteristics. The ieshtbwn in figure 5.10.
The ideal CT case corresponds to simulatigxy the simulationB considers the
operational amplifier finit&sBW and time jitter in the mixer control signals and the last
one corresponds to the measuid@F from the prototype. AIIPSD was calculated
using the sam&BW, so comparisons can be done directly [LAT98]. The operational
amplifier finite GBW provokes the flatness in the middle of thB modulator pass-
band, however it is not the only cause for this effecx®od clocking scheme time
jitter can also affect in the same way the noise shapingcieaistic, as Cherry and Tao
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reported in [CHE99] and [TAO99a] respectively. Equation 5.2 givestdta noise
power over the signal bandwidth due to the time jitter inREepulse shap®AC

feedback lines wher€pac is theDAC pulse width timeA is DAC pulse step antkus

is theRMS time jitter value [TAO99a].
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Figure 5.10: Thé&AC PSD comparison between a full scale single tone input signal at
9.217 MHz (Measurement) and an id€dl model simulation (Simulation B) andC
model taking in account finite GBW of operational amplifier and mixer time jitte
(Simulation A).

Equation 5.2 enables one to establish the maximum achievable perforwtzarce
the dominant noise source is the time jitter. Therefore, considepnototype full scale
single tone input, the maximum achievali® modulatorSNR is stated by equation 5.3
when jittered control signals are present and overriding the quantization noise.

ofonk]

2
Where{PszA?, A:é, fo :% and Ty -1

NR,, —10D]og( PS] ~100og

T

(5.3)

@ 2f,
Using the Infiinium “Oscilloscope, the time jittdRMS value was characterized for
each relevant control signal generated by the protdiseA. Therefore, jitter induced
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in DAC pulses were found to be 240rps, which establishes 8NR limit of 65.9
dBFS for anOSR of 256.

The following step was the distortion characterization thatdea® by injecting an
input signal with the following characteristics:

1. an amplitude modulated signal (AM) with modulation indexequal to
100%

2. the carrier signal frequend¢yequal to 6.490 MHz;
3. a sine waveform modulating signal with frequefget to 10 kHz;
4. the mixer frequency was programmed to 5.4613MHz.

Equation 5.4 shows the mathematical description oAl signal such the one
described above.

in(t) = AL[L+ misin@nl f (t)](sin@nl f, [t)

5.4
where {A = A, m=100%, f,=6.490MHz and f_, =5kHz -4

The bit-stream was acquired and processed to find the oRg§iDtexactly in the
same way used to evaluate tN&F, the result is shown in figure 5.11a, where the
frequency scale is set to a frequency deviation ffenThe injected signal generates
theoretically 3 bins in spectrum: one in the carrier frequency and two cadeshbing,,
apart from the carrier frequency. The measurement of the ipeatrem in figure
5.11b shows at least two additional bins apart 2 tijebkat actually correspond to the
generator third harmonic intermodulation characteristMD3. So, with the
instrumentation available at the measurements period it is podsildtate, that the
FAC IMD3 is higher than 60 dB, and its correspondinigd harmonic input intercept
point — IIP3 is greater than 15 dBFS, since it reproduces exactly the ixpiiateon
inside the signal bandwidth hitting the instrumentation limit.

In the next section thBC behavior characterization is going to be addressed.

5.2.2The DC behavior evaluation

One of FAC potential applications is in the control and instrumentdigld, thus
for such purposes the interface linearity is one of the most iamgddctors. Actually,
most of application in this field deal with small bandwidth sigsalirces like in
temperature and pressure measurements, for example. Thisomayapproach to
characterize the low frequency linearity of tRAC is to excite it with a very low
frequency ramp and analyze its output bit-stream.

The test strategy employed was to excité-A€ with a neaDC triangle waveform
with frequency and amplitude equal to 2 Hz and 1. Yhis implied the mixer
frequency set to 1.024 MHz. The input (analog signal) and the gener&tsdedn
(digital) were acquired by the oscilloscope. The instrumentatitwp smployed in this
test procedure was quite the one shown in figure 5.9 except that tteispanalyzer
was not used.

Figure 5.12 illustrates the mathematical processing flow eragldy analyze the
FAC linearity using the collected data [SHE86]. The bit-streah the analog input
triangular signal were acquired using & oscilloscope and sent to a computer for
processing.
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Figure 5.11: The comparison between (a) an acquired bit-sB&mvith an amplitude
modulated=AC input signal and the corresponding (b) input signal spectrum
measurement.

Using Matlal§ for data analysis, the acquired signals were first submittacdown
sampling repeatedly until the same 1 kHz output sampling frequiengyesulted for
both theFAC and the oscilloscope signals. As the input sampling rateobf @avice
was different the acquired signals were submitted to differenh dgampling rate®,
but the decimation filter constraints were specified for both Egmecounting for the
effective output sampling frequency of each decimator stagejdabienation ratefR
employed in each signal path are shown in the flow processing in figure 5.12.

After the decimation, both signals had the offset cancelled laey were also
normalized tdl unit peak, as shown in figure 5.13a that seems both signals have a clos
match. But, looking to figure 5.13b that magnifies both signals around zero crossing, the
triangular wave acquired through the scope is bouncing afeA@dsignal. Therefore,
following the normalization the segmentation in the fall and esei-periods was done
and the segmentedAC data was used to make two linear regression sets using the
mean square error minimization algorithm either for the rise and falbsscti

The first regression set was done taking as standard signaldbessed input signal
acquired by the oscilloscope. The error (figure 5.13c) and its poeer determined
using the fitting coefficients that make possible to calculaeeiguivalent number of
bits (ENoB) using 4.13, resulting in 8.7 bits. Actually thEENoB matches the
oscilloscopeADC %2 bit resolution that for the sampling rate of 2 MSa/s is 8 bits.
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FAC Linearity Evaluation Processing Flow
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Figure 5.12: The processing flow employed to evaluat& A&t linearity using a 2 Hz
triangle input waveform.

The second regression set uses an ideal straight line witleqase to the input
normalized rate of 8 units per second for the rise segment (1{Bedall segment) as
pattern, the error (figure 5.14) and its power were also deterramé&dheENoB was
calculated resulting in 12 bits at this time.

Actually, the last result reaches the linearity limitatodrthe input signal source that
is 12 bits according to its specification [AGI2004]. However, if éigua5.3 is used to
calculate the maximum achieval8&IR in the presence of a time jitter of 24Gps as
reported in the last section, for the employ28R of 4096, it results thaBNRmnax is
equal to 78 dBFS or 12.7 bits. From this result, it is possible to wmbmdhat the
analysis procedure achieved both the theoretical and the experimental limits.
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oscilloscope.
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5.2.3The frequency response evaluation

As this interface was designed to treat signals fidgh to high frequency, it is
important to characterize tf8NR FAC behavior over frequency. This test was done by
applying a full scale single tone at the interface input heccorresponding bit-stream
was acquired for each testing frequency. The input frequenciresseesuch that they
create an image tone apart about2BN from fp, so this test signal would be near the
signal bandwidth edge. It is interesting to reinforce that tgeasibandwidth is a
function of theOSR as equation 4.23 states.

For each input signal, the bit-stream was processed to deé&rteimean square
averagepower spectrum density — PSD using Hanning windowing with 27 points,
using thePSD information, signal bandwidth and the tone position in the spectra, the
SNR is computed. The results are shown in figure 5.15. Actually, figuie ghbws
both the achievedSNR for each input frequency an@®SR, and the theoretical
prediction given by equations 4.33 with the additional noise source duettméhgtter
present iM\X modulatorDAC control lines as expressed by equation 5.2. The time jitter
measurements of the mixer and of thE modulator were used in the prediction
equations, time jitter measurement was 24;gs

Figure 5.15 shows the main prototype measurements results seyo¢hiesizes the
whole FAC SNR performance fronDC up to 17.4 MHz for th®©SR equal to 32, 64,
128 and 256. The measurements show thaFth@ SNR drops when the frequency
increases, the explanation for this behavior comes from the pees€time jitter in the
mixer control lines wittRMS value practically constant from low to high frequency, so
more noise induced by the mixer is present as the frequeesyus like equation 4.8
states. Analyzing the results for tRSR from 64 till 256, the theoretical formulation
predicts the=AC behavior over frequency quite well with an error close to -3BiB,
in the case for a@SR equal to 32, the prediction error is higher reaching a deviation
around -8 dB in the worst case. The explanation for this discrepalney on the loss in
the NTF attenuation due to finite gain of the operational amplifier emplayiich is
not accounted for in the prediction formulae, but was already shoviigure 5.7.
Lowering the OSR implies that the in-band quantization noise power increases
becoming the predominant noise source, so its weigh ov&NRes higher like figure
5.1 illustrates.

A limitation in the mixer clock generation as inside tRBGA board used to
implement the digital control blocks restricted the frequency emeerto around
17.4MHz. However, the switches used in the mixer assembling haveuttmeion’ and
turn ‘off’ times around 0.5ns, as described in section 5.1. If the pstasentroduced
by the non-instantaneous switching time is accounted for, one should éxpeaB
compression point in the in-phase gain around 147 MHz which is below ttoessv
300MHz bandwidth, according to the switch compong8N{74LVC2G66 data sheet
[TEX2004]. If the appropriate high speed clock source and the digitaiat cells of
the mixer are provided, the mixer should be able to reach muchr highaet
frequencies, hence extending the prototype input frequency range.

From the result presented in this section, one of the most linp@nfprmance
factors was the quality of the digital control signals duente fitter. Then to improve
the FAC SNR a better quality primary digital clock must be used such asiiee
reported in [CHU2003] where tHeMS value for the time jitter is less than 22 ps.
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Figure 5.15: The predictiom” and the prototype measuremeritsSNR FAC
frequency response for &SR going from 32 up to 256.

The tested~AC prototype achieved good performance results when the presence of
low quality digital clock generation IRPGA board is considered, such as:

1. frequency coverage frordC to 17.4 MHz (upper bound limit set by the

FPGA clock source on board);

2. anlMD3 better than 60 dBFS anhidP3 greater than 15 dBFS;
3. an SFDR better than 69 dBFS for an OSR equal t&B¥W= 60 kHz);
4. a configurableENoB through the decimator filter siz®SR) ranging from 8

bits to 12 bits.

Following this characterization process, some application mappingipées
developed using the fixed analog cell were performed.

5.3 The Fixed Analog Cell Application Mapping

In this section, the proposed FAC and the reconfigurable digitedsinéicture
(FPGA) are used to implement some reconfigurable analog sigmplisstion and
processing functions. The application set developed shows the potethi@lprbposed
interface architecture as a general reconfigurable platform.
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5.3.1The intrinsic analog-to-digital converter (multi-band) application

Analyzing the results shown in figure 5.15, it is straightforwarcagsociate the
FAC performance behavior with a multi-band data acquisition subsystetmaly, it is
only necessary to implement a base-band digital down-converter auinaatbr stage
and a reconfigurable multi-bandDC is ready to go. Moreover, thiaDC is
reconfigurable at application design time, not inFA€ design phase, since the digital
block that implements the decimator to achieve the suigidfie can be tailored during
the end user application setup. The reconfigurability opens an additi@akgoff
between bandwidth and resolutidNR), as the user can balance bandwidth (OSR) and
ENoB (SNR) to get the best relation for its application. Fromfitag@uency response
point of view, an almost constant performance and large frequaEveyage (from low
to high frequencies) can be achieved provided the suitable @ fitixer andAX
modulator control signal as the evaluation process demonstrated &#@®20D3a and
FAB2003Db].

Indeed, two prototypes were built, the first one was *aofder architecture
implemented in low frequency witts around 1.5 kHz [FAB2003a, FAB2003b] and the
other is the one described before. The first one, as a lowefegumplementation,
does not suffer from the timing issues previously pointed, sinceldteve jitter time to
the sampling frequency and maximum mixer frequency testedessitthree decades
below the ones reported in section 5.2.

To perform the analog-to-digital conversion a decimation fikenecessary. The
sinc® filter is widely used and has an efficient architecture tecete the decimation
process [VAZ2003]. Figure 5.16a shows the general formsirfic decimator and, an
efficient topology for a %! order decimator is presented in figure 5.16b. This topology
was used to implement the decimator.

bs = 1(2) || M =] o(2) > y

Sinck

1@ =) g@=0-2)
@ (b)

Figure 5.16: An efficient implementation osiac filter for decimation by a factor of
M. In (a) k-order and in (b) a second ordex filter.

The low frequency prototype was excited with tones near thednetgs shown in
figure 5.17. The frequency of the mixer was adjusted to translatefplied signal to
the processing frequency band with center equigl to

‘ Test tones frequencies distribution

0.1F, 1F 10F, 75F,
Low Freq. Mid Freq. High Freq.
Range Range | Range

Figure 5.17.: Test tones frequencies distribution applied when the interface was
configured as an analog-to-Digital Converter (Multi-Band).
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Table 5.1 shows the logic element cost for each digital blockbilangs to the
control and signal processing part of the test prototype. The two prototyjseshiesed
that theSFDR is almost constant, around 49 dB, for the first order implementaiibn
low frequency fp, and around 69 dB, for the second order high frequency
implementation. The SFDR test was done making a low to high fregusveep and
employing a sint decimation window of 32 points. For each test tone applied, the
signal-to-noise ratiocNR) and the effective number of bitSNNOB) were measured for
three different decimator sizes. The number of taps of the demirnas impact o08NR
and output bandwidtrBW) from the signal processing perspective, and on the number
of logic elements from the circuit implementation point of vieabl€ 5.2 summarizes
the relationship between modulator order, bandwiglth', SNR and the Altera™
FPGA ACEX1K100 logic elements (LE) consumption.

Table 5.1: Synthesis results when usirre’ andSinc? decimator with 128 taps.

Functional Block Snc'— LE | Snc’ - LE
Clock Generation and
Mixer Control 35 35
>AM Control 5 5
Decimator (128X) 56 138
Total 96 178

Table 5.2: The intrinsic ADC evaluation showing the SNR measurement as function of
normalize frequencyHuorm), Modulator ordeN, bandwidthBW and the number of
logic elements used, employingiac2 decimator filter.

SNR [dB] / ENOB
DECsize / BW / Total LE
Frorm 64 / 4BW/ 268 LE | 128/ 2BW 278 LE| 256 /BW/ 289 LE
N=1 N=2 N=1 N=2 N=1 N=2
0.1 42 /6.5 56/8 52 /7.5 60/8p 55/B 62/9

1 41/6.5 56/8 52/7.5 59/8.p 56 /8 62/9
10 39/6 55/8 48 /7 56/8 50/75 58/85
20 - 55/8 - 55/8 - 55/8
75 40/6 - 4717 - 51/7.5 -

Analyzing each column of table 5.2 that represents a fixed BWaasal cost
(number of LEs used) for each input tone frequency, one can observe that ove
performance (SNR and ENOB) remains almost constant. This shawthé proposed
interface can deliver large frequency coverage with almost constant peamfem

Inspecting Table 5.2 line wise one realizes that, for a fixedt tone frequency, one
can balancd8W against resolution. This also gives space for tra@fdrR (area cost)
for power.

With a higher order analog resonator with better timing dirnguihis trade-off could
be made even more aggressive [VAZ2003].
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5.3.2 N channel adder

This interface can be used to add two analog input signal at tissirblaad. This
operation is carried out at the bit strea®S) level. There are two BS adding
approaches that are shown in figure 5.18. The first approach requineskdt adder
that results in a two-bit wide word stream. The requantizer logs mhgital ZA
modulator that follows is needed to recover the resBiS@ormat [DIA95].

The second approach interleaves the two B3 generating directly an output BS
at double frequency. This process is carried out by using a simple multiplagezxira
hardware cost for adding two BS is in our prototype was only 1 logic element.

BS1(z Requantizer BS1(2)
@FS Block @ ES 4 A
\WS(z i-order Digital |  BSo(2) o \_ ® BSo(z)
2 | ZA Modulator @Fs ® | @ 2Fs
BS2(z BSZF(Z)—f Mux_Ck
@Fs @ @Fs 0  @2Fs

Figure 5.18: Structures for bit stream addition, in (a) a bit stream adder amypdoy
adder cell, and in (b) a bit stream adder using a multiplexer with clock sigméhies
the bit stream sampling frequency.

For addingN analog channels, the interleaving procedure can be used and the
resultingBSo sampling frequency will be N times the input sampling frequency.

5.3.3Two channel analog multiplier

To build this application it is necessary to use two FACs iinportant to remark
that two bit stream cannot be multiplied directly to avoid spreathirgquantization
noise signal band. Therefore, at least one channel must be decimdiéer out the
guantization noise. This way, the multiplication of one bit streamatignd one word
stream is carried out by a 2:1 multiplexer with the bitastresignal controlling the
selection pin. The output of the multiplexer is a word stream thgthe requantized.
Figure 5.19 shows the analog multiplier application mapping overptbposed
interface [FAB2004a].

Two Channel Analog Multiplier

Programmable Digital Block -
FPGA Decimator

Filter -M  [Dout

Analog Cell
Control and Timing Block

Channel 1 1/0 Decimator 1 Multiplexer Requantizer
Inl - Eilter = M > 251 > 2nd Order
Digital Block -1 - LPSAM
| 3
Fixed Analog Cell Channel 2 1/0
> =
In2 FAC2 Digital Block
f BS Out (Base-band)

Figure 5.19: Two channel analog multiplier topology implemented in a FPGA device.

The realization cost for this application is shown in table 5.3 Imiportant to
remark the reuse of many already designed digital blocks in atpy@ication
development.
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Table 5.3: Synthesis results for the two channel analog multiplier.

Functional Block Snc - LE
Clock Generation, Mixer andA Control, extra logic 61
Requantizer —"% Order LP digitaAM (Input width:16 bits) 102
2 x Decimator (128X) 106
Total 269

In this section, some application capabilities of the proposed ic¢edchitecture
using a fixed analog cellFAC as a basic building were shown.

5.4 Discussion

This chapter presented the way the modeling approach developed ierchagt
used to make the design space exploration to settle the main tcpblogiameters to
start the circuitry design phase of thAC blocks. The design space exploration was
done using a typical target performance example. After therndietion of the
maximum allowable time jitter for the mixer and thE modulator order, the minimum
OSR and the quantizer number of bits, the circuitry design phase afiddalator was
stressed.

The resulting designed prototype was tested and its performarceongpared
against the theoretical model developed. A few discrepancies faane from the
measurements and the theoretical prediction. These errorsuséfied due to the fact
that the model used neglects the excess time jitter ilIhenodulatorDAC control
lines [TAO99a] and the finite gain product bandwidth of the operatianadlifier
employed, that could be overcome in an integrated circuit version by using a tfofhcus
approach [PAT2004].

As to the application of the FAC, the interface was used astaland ADC with
resolution and bandwidth configured at application design time. The frgquenc
coverage was limited by the digital clock generation unit to 173 Mbut the mixer
components specification points to a 1 dB compression point around 140 Mits It
also shown that the prototype could deliver at least EN@Bs for a 500 Hz input
signal bandwidth, what makes the FAC eligible for applications imsae data
acquisition. The application for a multiplication of two analog dgyweas described
and their synthesis results were shown, that it is a basic non-linear applicati

The next chapter presents the final remarks, the conclusions and future work.
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6 CONCLUSIONS AND FUTURE WORK

The IC technology scaling has created a fertile environmenntiegrating whole
applications solutions in a single die as a system on a chip — BOthis SOC
applications set, there are many solutions not only for purely daptalications like
networking or high definition video processing units, but also exanoplesxed-signal
applications solutions such sensor signal conditioning. The requiremetiissef two
SOCs classes are basically distinct from the input signaifacing point of view, the
purely digital may require high speed digital data interfattnguarantee the necessary
bandwidth for the data flow processing, on the other hand in the mixeal-S@C
scenario the demand could be an accurate analog signal imgréagability. Then, the
research focus of this thesis was to study and to propose agereeal analog signal
interface to be employed in the mixed-signal SOC applicatiotis the objective of
widening the applications mapping spectrum in the general purpose ngxet SOCs.
So, the main objective of this research was to develop a mixeal-sigarface that
could deliver the following characteristics:

e performance almost constant frodC to high-frequencies for band limited
signals, this way covering many applications;

* ability to balance between SNR and bandwidth according to theécaifoqmh
constraints;

e capacity of realization of a wide variety of linear and non-linear appitsiti
e compatibility with digital control and programmability;

* CMOS technology compatible, to be in the industry main stream.

Therefore, a deep review over existing techniques for penfigrmanalog
reconfiguration was done in the research work, because such a gemposle interface
should incorporate some reconfiguration strategy to guarantee ajgolicand
frequency coverage. From this review, we concluded that all @malmnfiguration
solutions found had limitations, either in frequency coverage or in dhger of
applications mapping capability, or in both aspects.

The literature review has guided the research focus in thetidiveof an interface
architecture with the analog building blocks fairly fixed and usieguency translation
to reallocate the input signal to a fixed frequency for digitalcessing employing a
reconfigurable digital hardware. This approach could avoid the penétiedoing
reconfiguration in the analog building blocks as commonly employed itogana
reconfigurable devices. The band-pagsmodulator was selected as the digitalization
methodology of the reallocated input signal copy due to its robustnésompatibility
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with digital CMOS processes. Additionally, the continuous time implementation
strategy choice was made to simultaneously relax the #mira) filter constrains, to
eliminate sampling-and-hold devices and to employAhenodulator loop filter as the
image selection filter due to its intrinsic selectivity. Tapplication mapping should be
done using digital signal processing in thE domain over the hardware available in
mixed-signal SOC or over a digital reconfigurable infrastructure.

The methodology proposed for signal treatment based on frequencyaticansl
combined with the FAC architecture illustrated in figure 3.9 $@me limitations. One
of these constraints comprise the processing of a band-limited sigmal buried in
broadband spurious signals, since the original proposal of this thesistdidlled for a
band selection filter in front of the mixer. Having made this optidrspalrious signals
in the spectral positions defined by equation 3.5 are mapped back poottessing
frequency #, with the corresponding translation gain (equation 3.4). This mearthi¢hat
usage of a switching mixer creates several spectraltpamsgh windows which can
degrade the performance of the FAC in such specific situatitmugh the input
desired signal is band-limited.

Another constraint aspect is related to the processing of genainplitude input
signals near DC. In this situation, it is necessary to use @& t¢ amplify and adjust
the input dynamic range, which in the presence of an input affsleé input stage can
cause problems of saturation or reduction of the input signal dymange. This could
be attenuated by adding some auto-zeroing function in the input stagdinitation
could not be compensated in the digital side because it is retatadalog section
dynamic range.

The high level performance prediction model of this interface dea®loped and
used for design space exploration in an illustrative interfacenpbe. The resulting
parameters from design space exploration were employed gndida experimental
prototypes. Two prototypes were developed and tested in this reseaeclaw order
and low frequency and the one described in chapter 5. The low frequenactype was
used as a proof of concept built on proto-boards, operating at a low freq@iercy
1.5kHz), for which the effect of time jitter and the operationaplérar finite gain-
product bandwidth are not limiting factors.

From the evaluation results of the low frequency prototype, theacteristic of
frequency coverage with constant performance was achievedbles 32 shows.
Actually, the prototype described in the previous chapter has gaeiney coverage
limitation and performance loss due to the bad quality of the digaan clock source,
not by theFAC architecture itself. In the literature, examples are regootedigital
PLLs or VCOs with an RMS time jitter that is at least deeade below the jitter of the
clock generation circuitry used in the measured prototype [CHU2003]. ®sciable
reference time basis is provided by the digital control,RA€ performance could be
extended almost a decade higher for the high frequency prototypeasgsedicted by
the performance model.

Both prototypes have shown the ability to trade off between bandwitih a
equivalent number of bits ENoB at the end user application design time that it is also
synthesized in table 5.2. The base-b&NR and the bandwidth are directly related to
the OSR and the required decimator filters which can be controlled anhatstne
application development time. This is certainly a strong advantaipe BAC concept
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since it is not necessary to change the critical analog btdake FAC for adapting the
resolution of alADC application, for example.

From the application point of view, the interface was used to implestene basic
linear and non-linear operations. The literature describes manyesth®ples using the
AY as the mixed-signal processing domain, as addressed in chapter 3.

Although high performance mixed signal processing can be achievétk luse of
the proposed reconfigurable cell, it certainly has drawbacksd&eshe area penalty,
the power dissipation is expected to be much higher than a dedarebmy circuit.
Low frequency CMOS analog processing can be performed at weryblasing
currents, even in the moderate-to-weak inversion regime. The propaggdmmable
architecture uses intensive signal processing developed &b adnigpling rate. On the
other hand, digital FPGAs are also much more power-hungry than ASHCs
counterparts for the implementation of the same function, as hargvear@mmability
comes at some power cost.

Thanks to the proposed analog prototyping technique, there is a greabgdviduet
application designer can reach the analog specificationmefvadesign very rapidly,
since the constant performance, frequency-shifted digital signa¢gwiog part can be
reprogrammed in the field. This way, the system designer cperiment different
analog and mixed signal functions with digital FPGA programming| te#ching an
optimum solution.

In our design architecture the fast analog prototyping is donalésign paradigm
which is altogether different. Instead of changing the circuit tapglthe designer can
program the signal band translation. This has many useful imphesatisince the
redesign or migration of the proposed configurable cell to other texiaslis greatly
simplified. Only the analog part of the modulator must be redesigntigeted at the
physical level to a new technology. This certainly simgdifthe design process. The
remaining analog processing circuits can be easily portednewatechnology, since
they are simple large digital signal processing modules, and kenselidated digital
tools are available for their development.

6.1 Future Research Work

The experimental results have shown a deviation from the perfornpaedietion
model developed, because the FAC performance model neglects that@die loss of
the loop filter in theAX modulator due to finite gain-product of the operational
amplifiers and the jitter in the digital control signals. So, thera research space for
improvement on this model in such a way to incorporate those imperfections.

The FAC architecture and modeling employed the passive napetogy and the
continuous timeAX modulator. We believe this research left an opportunity for
investigation toward the potential performance achievement by grglather mixer
andAX modulator topologies. An example could be the adjoined usage of a tuived act
mixer and a mixed continuous and discrete tix¥® modulator, with the possible
performance benefits regarding the input dynamic range arftNGeSNR.

The design and construction of a discrete prototype have validatgutdpesed
interface architecture, so the next step is to integratevtioée fixed analog cell in chip
to achieve the expected full benefits from integration.
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It was clear from the prototype evaluation process thatiaatrgoint in achieving
high performance at high frequencies is the clock generation unitnvéstigation of
high frequency dynamic range frequency synthesizers withjiiteeto be used as the
timing circuitry for both the mixer and th&= modulator is also an interesting field for
research.

Since theAX domain is a true mixed-signal working space with a lot of highlityu
signal generation capabilities, we want to investigate sorh&t@miques that could be
applied to turn the FAC interface architecture testable andhwigsources, if any,
should be necessary to incorporate to it for self-testability.

And the last but not the least, to extend the application mapping devydiepe to
applications in the field of sensor conditioning (low frequency rpage IF signal
acquisition and processing in the telecommunication field.
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APPENDIX A THE THEORETICAL MODELS FOR THE
PROTOTYPE DESIGN

In this appendix, the mathematical procedure used to make the trasusborfnom
the discrete time model to continuous time transfer function anddhresponding
determination each feedbalDiAC gains.

It is also shown the influence of the gain and gain product bandwid#émn of
operational amplifier in the frequency response of integrator and resonator.

A.1l Discrete to Continuous time transformation

Actually the objective of this section is to show the theorepcacedure behind
equation 4.21 that is reproduced again in A.l. This simple equation skegtes
equivalence between the sampled version ©T asystem given by the transfer function
Rpac(S)XHctr(S) to aDT system withZ transform equal tdéir(z). In others words, it
says that the time response at the sampling instants @Tthgystem must match the
response to thBT system response at the same time.

Z{Hr(@}r = L{Roac (Hcrr (oo (A1)

This way, the exadDAC pulse shape that excites & resonator must be known
for making the equivalence stated by equation A.1. Therefore, figuresi#ows the
selected continuous time band-paA&smodulator topology that we want to match to the
discrete time prototype. Indeed, the objective is to determingdimeof eachDAC
feedback path that is representedHiyrz, H2yrz, R2rz andR2rz in figure A.1, in
such that a way the signglt) matchedDT prototypey[n] in each sampling instant.

One way to calculate these constants is finding>heransfer function equivalent
from theDAC up to the quantizer input that actually is the loop filter fiemfsinction,
and equating the zeros of tba response of th€T resonator to th®T response of
the prototype. In figure A.1l, the loop transfer function correspondsdotransfer
function from pointApr to pointBpr. These zeros are functions of the desired gains.

The DT starting point is the low-pass loop filtes described in section 4 and as
equation 1.2 shows.

Hip = 2zt 21
(z-1) (A.2)
Applying thﬂpass to band-pass filter transformation glwei(/g3) Pherea is
equal to—cos( d accounting that for this design the selectaalift/4 what

makes the band-paBs loop filter equal to equation A.4.
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Lpogp = 2Z*3)

az+1 (A.3)
2
Hzbp = 227+ 12
2% +1) (A.4)
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Figure A.1: The continuous time band-pa3smodulator architecture.

Since theDAC pulses have transitions inside the sampling periodZ ttnansform
can not be used directly to carry o@T to DT transformation, actually this
transformation must use the so calMddified Z transform that incorporates a delay in
its definition. This delay is less than a sampling period, as shown by equation A.5

[=e]

7 2 kT-(1-m1 J
). m = {j( (k' ) }
where0<m<1 (A.5)

z
Table A.1 shows theaplace (L{f(t)} ), thez (Z{f(t)} ) and themodified-z (Z{f(t)} )
transforms of some of the time functions that are used in this development.
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Table A.1: ThelLaplace (L{f(t)} ), the z (Z{f(t)} ) and themodified-z (Z{f(t)})
transforms table of some time domain functions.

f(t) L{f(t)} Z{f(t)} Z nff()}
b S z-1 z-1
- pt 1 z e P
© st+p z—¢eP z-¢eP
cosQ) s 2z[[z— cos@Q)] z [cos((zz [m) —codQ[ (- m)]
2 +Q? z°-2cosQ)z+1 z°-2cosQ)z+1
sin@t) Q 2 z[sin(Q) z[sin((zz[m)+sin[Q[(1— m)]
s?+Q? z° -2cosQ)z+1 z° -2cosQ)z+1
s?-Q?
t[cosQt) —(52 1 07)? Eq. A.6 with m=1 Eq. A.6
tsin(Qt) A5 | g A7 with m=1 Eq. A7
(& +07) g. A.7 with m= g. A.
zImsin@[m) +(m-1) [sinQ[L-m)| _2zsin@){zsin(mQ) +sinQ[(1-m)]} (A6)
z* -2c0sQ)z+1 (22 —2003@)z+1)2
z[mlcos@Q [m) + (L+m) [codQ [ (1-m)] . 2zsin(@Q){zcosQ) - codQ [ (1-m)]} (A7)
z* -2cos@Q)z+1 (z2 —Zcos@)z+1)2

The AY modulator structure is composed of two cascadednaors where each
resonator has the normalized transfer funchiofs) as equation 1.8 shows, being the
transfer function gain. The transfer functibir(s) is normalized to the sampling
frequencyfs. ThereforeCT loop filter transfer function is divided in twodnches, one
from pointAlct to pointBcr that it is equal tédr(s) and the other one from poiARcr
to pointBcr that is equal tdir(s)?

As

2,1 2

s +_17
4 (A.8)

The step response of each € loop filters nets linking one or two resonators is
calculated using equation A.8. The step responsdett and Net2 (figure A.1) are

equal to equations A.9 and A.10 respectively.

2A$n1nr
‘2
hnt =
(A.9)

m

A2 tsin| Lot
‘2
hn2 =
(A.10)

T

Hr =

From the step response determined above and usimgrmaalized sampling
frequency to 1, the Z-transform of signhlsl andhn2 are given by equations A.11 and

A.12.
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n’(z + 1) (All)
2 2
Hzn2 LZ_;)
m(z?+ 1) (A.12)

The last two equations state tli¥ to DT equivalency of the resonators step
response for a step being applied int = 0.

From figure A.1, eitheDACrz or DACgz contribute to the time responsed\utl
and Net2, so the full time response of tiBACs pulses at poinBcr is analyzed by
accounting the effect eadDAC pulse separately and adding those effects tolget t
complete response.

The DACRgz pulse has a transition in t = 0 to one and it iesat the same level
until half the sampling when it returns to zero{lsis pulse is modeled as two steps one
positive at t = 0 and one negative at t = 0.5. @helysis ofDACgrz contribution is
divided into two effects one throudfetl and other througNet2. The effect oDACRrz
in Netl is computed using the result of equation A.11 &ordthe step at t=0.5 the
modified transform of the resonator step (equa#o®) is used from table A.1 with
m=0.5, this composition is shown in equation A.13.

1 1
ZA|=—zZ42+_—-42
2Az (2 2(}
m(z?+1) m(z%+ 1) (A.13)

YzR1 =

The DACRgz contribution inNet2 employs exactly the same procedure executed for
Netl, the only difference is that equations A.10 and@l2Aare used instead of equations
A.9 and A.11, respectively, what results in equathal4 asDACgrz contribution in
Net2.

1apelp z(%z(-%@Jz

2 2
z7+1 (z2+1)

AZl-
A%z(z2-1)

YzR2 =

722+ 1) 7 (A.14)

The next step is to evaluate the contribution e&f ACrz using the same steps
employed for theDACRrz influence. At this time, th®AC pulse starts at t = 0.5 and
lasts at t = 1, hence this pulse is divided in staps one from zero to one at t = 0.5 and
from zero to minus one at t = 1. Actually, the getetep att = 1 is simply the negative
of the step response at t = 0 delayed by one samplequations A.11 and A.12
multiplied by a minus unity delay ez™. Therefore, th®ACHrz contributions irNet1
andNet2 are expressed by equations A.16 and A.17 resggtiv

1 1
+2A[§z@+§ﬁJ

m(z2+1) T2+ 1) (A.16)

YzHT = - ZA
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1 1
ey 2+1@ 2(§fo_—§@/§]2
A - 4 4 +

2,2
AZE?-n,

2 2
z7+1 2+ 1)

YzH2 = -

7@+ 1) 7 (A.17)

The whole response is computed using the individtfatt and multiplying them by
the respectivddAC gains in the path as shown previously (figure ATHhe complete
discrete time response at polgr is shown by equation A.18, where the constants
H1lurz, H2urz, R2rz andR2g; are the gains of each DACs paths, and the t&fizRd,
YzR2, YzH1 andYzH2 are theDAC pulses responses stated by equation A.13 through
A.17, respectively

Y(2) = H2, YZH2 + H1,, [YZH1+ R2,, [YZR2+ R, [YZRL (A.18)

Actually, equation A.18 is the loop filter transfieinction and its poles are all over
the unity circle atfg/4 exactly the same way of A.DT loop filter prototype) has.
Hence, for matching A.4 and A.8 it necessary td fime gain constants in such a way
that to equal the zeros of A.18 to the zeros of, Aesults in linear set of equations
whose solution is shown in equation A.19 and tlspeetive floating point values given
by A.20.

CoeffSols =5 R1 =-i@+l, H1 =l+i@, H2 = 2+\/§, R2=- \E
128 64 64 128 16 7 167 (A.19)

CoeffSols =I-.4501581579, -.6338834762, 1.086777930, 2.987436867] (A.20)

The determination of the gain coefficients enakbdego to the next phase in the

A.2 The Influence of the Operational Amplifier
GBW in the Resonator Transfer Function

Figure A.2a shows the classical integrator cireuiiploying an operational amplifier
with gain Aop, a resistor with resistand®; and a capacitor with capacitanCg the
integrator transfer function is written as equa#og1.

Hi=- £5P
" 1+(1+Aop)CRis (A21)
: Resonator CT model
I |Ci Compensator
uo—L——1H- tu;(t) J' . J'
D _OVO E .
@ |
: (b) DACout(t) yi(t)

Figure A.2: (a) The activRC integrator circuit and (b) the continuous timeorestor
architecture.
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Using expression A.21 and the resonator topologgwshin figure A.2, the
resonator transfer function assuming the same fgairboth integrators is given by
expression A.22.

{1+ (1 +Aop) CRis)Aop

Hr ideal = -
(1+2A40p+Aop™y s> RiZCP+ (2 Aop+ 2)sRi C+ Aop™ + 1 (A.22)
From expression A.22, the resonant frequen(as)calculated and shown in
equation A.23. Analyzing this result, a small fregay shift frga, jeal value R(C)) is
observed and this deviation is smaller as the di@pgain at ments.
f | 2
wl = _— op” 1
RiC(1 +Aop) (A.23)

The merit factor of the resonat@Qy is calculated from expre A.22 and its valus
is expressed by equation A.24. The corresponding@aat the muency is shown
by the formulae A.25. Both the gain and the mexatdr are close tbqy/2, for Agp >>

1.

00 :=%~¢Qop2+1

_ '\{2 +2Aop +Aop2Aop

21/1 +2Aop2+2Aop (A.25)

Considering the operational amplifier with a tramsfunction given by equation
A.28, whereAq. is low frequency gainXC), p is dominant pole anBW is ain-
product bandwidth of the operational amplifier, dggiation A.27 expressed the transfer
function of an integrator implemented with this aifigr.

GBW

(A.24)

GO

_Aclp _
s)=—<— wherep=2rr A.26
An(9) =% . p C (A.26)
Hi real =- e
CRis*+((p+Adcp) RiC+ 1 s+p (A.27)

Equations A.27 shows that the finite amplif@BW creates at least one additional
pole at high frequency. Assuming an amplifier wiltle DC gain A4 and the dominant
pole are equal to 3300 and p = 0.07, actually dkit corresponds to the operational
amplifier used in the implementation describedhapter 5 but normalized ®C; = 1
This amplifier has an GBW around 200MHz for a gawer 10. Therefore, using
expression A.27, figure A.2b and assuming thatstimaming node is also implemented
with one extra amplifier, the resonator transferction is shown in equation A.28.

L 231.0000000 (s + 232.0696984) (s + 115.3699999) (s + 0.0003016335201)
T (5 +233.0524961) (s + 231.0699978) (s + 115.6039991) (s> - 0.01649298154 5 + 0.9900013961) (A.28)

Equation 1.28 shows that when th& arder amplifier model is considered the
resonator loop become instable. So, during theopmo¢ design phase a lead-lag
compensator was introduced in the resonator loapitimize this effect as figure 12.b
shows.
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APPENDIX B THE FIXED ANALOG CELL PROTOTYPE
DESIGN AND TESTING

This appendix is divided into two sections the tfimme describes th&AC
simulation model and the design steps involvechefirototype development and, the
second section addresses the prototype asseminliig) tests and the prototype
rework.

B.1 The FAC Simulation Model

The simulation model for the proposed interface Wwadt using the Simulink™
suite of the Matlab™ mathematical tool using admehical structure. Figure B.1 shows
the top level of the simulation model that is cosgub by the input signal generation
and the ' order continuous timaX modulator that produces the output bit-stream for
analysis. A normalized sampling frequency equdl nemployed.

outl — el In Ciurt |——fw bs
Ouput
Input Znd Order Band-Fass
Signal Sigma-Lelta
Fs=1

Figure B.1: The FAC Simulink™ model.

Figure B.2 shows the signal generation structua¢ tlas the mixer and its control
signal and two tone signal generators to createpoomd signals. The mixer was
modeled as a switch that is controlled by a disctiete pulse generator. The generators
and the mixer frequencies are independently setMwatlab™ initialization script file.
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Figure B.2: The input signal generation model.

The 2% orderCTBPAZMod block diagram is shown in figure B.3 that was déd
into three separate functions. The set composedhbysample and hold and the
quantizer is modeled as a track and hold compagatdrthe discrete pulse generator
sets sampling cadency. The sample and hold inpmiakiis the output of the noise
shaper filter and the quantizer output is the e@igctime bit-stream. The bit-stream is
one sample delayed and is directed to D#eC input to generate the twGT output
pulses RZ andHRZ) that they match the theoretical model shown ipesglix A. The
noise shaper block implements @€ loop filter.

!

- B In Driscrete Pulse
In Genearatar It
DAL p|0AC_HRZ Out SH =

_ i

HRz | — —

I Quantizer

RZ|— {04 RE Sample

- and Hold

1 Noise Shaper
ok

e

Zain Unit Delay

Figure B.3: The % order band-pass continuous time model.

To implement theDAC pulse as defined by the topology choice depictetigure
A.1, theDAC uses two switches to create the return-to-zeRZ-and the half-delayed-
return-to-zero -HRZ pulse shapes. The output of each switch commugsgelen the
output bit-stream values (+1 or -1) and zero (tbkerence level), the control of the
DAC switches is twdT pulse generators at the sampling frequency witl dycle of
50%. TheHRZ control is an 180phase shifted version of tiRZ control.
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Figure B.4: ThdDAC with theRZ andHRZ pulse shapes.

Figure B.5 shows th€T model of the 2 order band-pass loop filter. The gains of
eachDAC pulse to the resonators input are those calculesthown in appendix A.

Resonator 2 Rezanatar 1

b O Il ot O Int Out b
In

KHRZZ AN kRzz A KRET A KHRZT [
& = K3 K3
2
DAl _HRE
=D
DAl _RZ

Figure B.5: The noise shaper loop filter model.

Each loop filter resonator has the classical stagable topology, as shown in
figure B.6. The model permits the usage of difféetame constants for each resonator
and the corresponding integrators. This featureniployed in the simulations of the
impedance scaled variant. It was used initially $ulink CT integrator in the model
since it permits to set a saturation value eitbette positive or the negative limit what
permits the analysis of saturation effects in tleefggmance of the modulator. The
integrator gain is individually set by the gain ¢kan front of it. The four integrators
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outputs are sampled and collected during the sitmulgo allow the corresponding
dynamic range analysis.

K2
- r e <
nt ~d
K1
b Ly ;{}—»1— —
5 5
I Int1 2 2
1
RIN | - |4 ED)
z Qutl
Unit Delay2
1

R12 4 = |
z

Unit Delay1

Figure B.6: The resonator Simulink™ simulation mode

The set of blocks described creates the simulatiodel for an ideal " order
CTBPAXMod. Figure B.7 shows a simulation result usingghesented model with the
parameters determined in appendix A.

dBFS

|
|
|
|
|
|
|
|
|
|
|
|
:
| 1 1
0O 600 800 1000 1200 1400 1600 1800 2000
Frequency - kHz

Figure B.7: The power spectral density of an ideaitinuous time % order band-pass
AX modulator excited by an input signal nearficentral frequency using the
developed simulation model.
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The ideal simulation model was used to validateGheto DT transformation as
shown in chapter 5. This ideal model was also epguloto evaluate the individual
output dynamic range of the four integrators tofgren the impedance scaling and set
the same outpu®R for all integrators.

The model presented was improved by accountingtierreal world integrator
imperfections, so the ideal integrators inside esedonator were substituted by an
active RC integrator using operational amplifiers. Figure Ppresents model for this
new integrator and it is the classical implementatof inverter integrators with one
operational amplifier inside of a feedback looptually. Additionally, the operational
amplifier model was built using the' brder approach that accounts for € gain
Aop and the dominant pole_op of the amplifier, this model is also shown in figu
B.8. This more realistic approach was also usedhan chapter 5 to predict the
performance loss due to the amplifier finite garnguct bandwidth -GBW that is
equal to thédC gainAop times the dominant pofe op divided by 2.

Active-RC Integrator Model

Rez1ll.=

Fes1l1.5+1
H

Resil1.s+1

In Out
OpAmp

Operational Amplifier Model

g k2
1
e e = ]
In- Ot

Integratar

Figure B.8: The active-RC integrator model usingpparational amplifier with finite
gain-product bandwidth.

In the next section, thAX modulator model will be used to aid in the propay
component selection task.

B.2 The FAC prototype design and initial tests

Chapter 5 described the overall steps to reach ptistotype assembling and
evaluation. This section addresses some of therneath tasks executed during the
prototype design phase and debugging to achievetiudts analyzed in the chapter 5.

B.2.1 The prototype design phase

The design space exploration was the first stegefme the main constraints of the
FAC mixer andAX modulator blocks. After the definition of the maxim allowable
time jitter in the mixer and the order, the quasmtinumber of bits and the minimum
OSR of theAX modulator, the architectures of those two blocksendefined and it has
already been addressed in chapter 5. Followingutti@tecture choice, the next phase is
the physical design of each block.
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The mixer physical designed was quite simple sihegould be implemented as a
balanced passive mixer, its design actually issilection of set of switches with the
appropriate turn ‘on’ and ‘off’ times, the ‘on’ staresistance and bandwidth that it was
already addressed in chapter 5.

Certainly, theAX modulator physical design was more difficult andkier than the
mixer design. After the architecture definition aride feedbackDAC gains
determination, theAXMod circuitry design was started. This way, the tnphysical
design steps were the following:

1. the active components selection;

2. the impedance and the reference scaling for inpdtaatput dynamic range
adjustment;

3. the passive component calculation;
4. the prototype printed-circuit-boardRCB development.

The operational amplifier selected was the OPA3688 OPA2690 from Texas
Instruments [TEX2004] and they have three and tientical operational amplifiers
respectively with a product-gain-bandwidttGBW equal to approximately 220 MHz.
The OPA3690 was used in the resonator circuitrytardOPA2690 in th®AC pulse
generation.

Looking for the determination of the necessary aigiynamic of each integrator,
the idealCT AX modulator simulation model was used to collect dgput signal
values of the four integrators along the time, tb#ected values were analyzed and
corresponding maximum signal excursion of eachgnati®r was evaluated. Figure B.9
illustrates the signal dynamic range of each irdgr output without impedance
scaling. The signal excursion and activiRMS) value is higher in the resonator 2 than
resonator 1, the resonator 2 is the one closédretanput signal as shown by figure 11.5.
The first integrator has more activity (RMS) thame tsecond integrator in both
resonators.

The simulation results shown in figure B.9 were duse make the integrators
impedance scaling in such a way to achieve alnhessame output dynamic range in all
of them without modifying the loop filter frequencgsponse, this procedure has the
objective to use all the available integrator afig@liDR to improve system dynamic
performance. After the scaling adjustment, the wistpf all integrator are swinging
almost the same levels as figure B.10 shows.

From figure B.10, the output excursion of eachgra#or is between -4.5 and +4.5
approximately, but the selected operational anfglifias an output swing stuck between
-3.5V and +3.5V for a power supply voltage ob6V. Therefore, the reference level of
the DAC was also compressed by changing its gain, as slowre figure B.3, from
1.0 to 0.4 and, it was also scaled the ggin(figure B.5) proportionally, so thaX
modulator inputDR was preserved. The reference level scaling limitedintegrators
DR between -2.5V and 2.5V, it was left a safe matgiavoid saturation problems.
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The four integrators output non-scaled
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Figure B.9: The output signal dynamic range of each integrator iftioec2r CT
band-pasdX modulator, without impedance scaling.

The four integrators output scaled
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Figure B.10: The output signal dynamic range of each integrator intoed2r CT
band-pasd&X modulator with impedance scaling.
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After the scaling process, the passive component values alexdated. With all
components values specified, the prototype printed circuit board has bapredesnd
also sent to fabrication. As soon as the fabric&@&B returned, the prototype was
assembled as figure B.11 shows. Actually, three identical pro®typbe used in the
evaluation tests were assembled.

T e : 6%’;. e : G -:'
i B EBE To Froa BEER
R, _ ol | Fela

374y 0.8

1

(580N
o I!lfl-_l_

_ e s ) 1 @ % oot ﬁﬁﬁ R R ﬁi
Figure B.11: The assembled prototype photography identifying the main blockeriocat
in the printed circuit board.

The initial tests and the debugging are addressed in next section.
B.2.2 The FAC prototype debugging and evaluation

This section addresses the initial tests and the debugging strategy ussuite bee
prototype fully operational. The start point was the visual inspedf the assembled
PCB to search for missing components or bad connections and fixedotimel f
problems.

After passing successfully on the visual inspection phase, thetegxwas to power
up the whole system witRPGA attached and to program tW&€EX1K100 on the
FPGA board with the test code. The test code implemented the basic lomgtrol
features of theFAC resources and it was used to validate E#eC and the mixer
signals. In this test phase, several faulty bonds (soldering prepblesre found and
corrected. So, the prototype was operational and ready to stadticglthe bit-stream
data for analysis.

One of the initial tests was done by excitiF§C prototype with a 9.217 MHz tone
signal near the input full scale amplitude (around)land the resulting bit-stream was
collected and analyzed. The figure B.12 showd8P of this measurement. Bad news,
the FAC PSD did not match the expected shape and, also, there are noise peaking near
DC andfg/2, as shown by the same figure. Moreover, the noise attenuation near the
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processing frequency was too low even though the amplifiee fgain product was
accounted for. Furthermore, if the measuR®D is expanded around the processing
frequency, many distortion tone peaks are observed as figure B.13sd&petwent
back to the theoretical analysis and made some modification insntiodation model

in such a way to introduce imperfections for trying to mimic rfeasurement, so we
could return directly in the circuit to analyze the specifiasea The following list
addresses the possible cause-effect relationships of the initially ielémggues:

1. the strongDC level — an offset voltage at the comparator input could cause
this effect;

2. the noise peak dt/2 — power supply noise coupling of sampling frequency
harmonics;

3. the noise attenuation degradation and distortion — operational amplifier
saturation, noise at thBAC reference voltage and time jitter in th&
modulator control lines.
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Figure B.12: The FAC measured PSD in the initial test phase.

With the possible causes list defined, a signal ‘sniffing’ process started to
confirm the performance degradation causes listed before. Butpniyepossible
identified problem was a bouncing in ti®AC reference signal lines that it was
promptly corrected. Actually, we could not identify the real problernabgse the
oscilloscope used in the debugging processing, by the time of $hisvees a digitizing
scope from HP with only 100MSa/s. This scope, due to its ‘relatsraBll bandwidth’,
had hidden some high frequency oscillations (around 230 MHz) spread althever
board. This spurious oscillation was identified when the 1 GHz InfiiniuDS® was
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received by the lab and it was employed in the debugging andag&eal process, as
mentioned in chapter 5 in the instrumentation setup.

Prototype Measurement - PSD

dBFS

Frequency deviation from fP - kHz

Figure B.13: The FAC measured PSD expanded around the processing frdguency
the initial test phase.

The high frequency oscillation was major cause of the problems intiadigrved. It
was necessary to find the oscillation source, so we went back tioetbretical analysis
and account for the full frequency response of the operational amplifiee frequency
resonator, using the Maple™ and the Matlab™ tools. It was found thlaase shift of
18C in the resonator transfer function loop gain occurred near the meamaidating
frequency (230 MHz), but the calculated gain margin was around 40 hdé&h ws
sufficiently high to avoid oscillations. But, at 230 MHz €B wires do not behave as
an ideal short circuits, indeed they have an inductance associ#tethem and, also,
magnetic and capacitive coupling to other lines. Therefore, thg stductances and
capacitances could be the cause for the measured behavior. Tls thwaycritical
feedback paths were made by flying wire overRI@B and, the long connection paths
were resistively terminated. After, the ‘cut’ and ‘rewirebpess the prototype became
fully operational without any oscillation and its behavior as dtsveharacterized in
chapter 5. This process took about two months of work.

Figure B.14 shows the photo of fully operational reworkédC prototype and the
attached FPGA board employed in the characterization process.idteresting to
remark thatPCB design were done using the well known rules regarding analog blocks
layout to avoid noise coupling like converging to one point power and sigmahdsg,
the usage of ground plane in critical locations and the appropriate Eupety
decoupling, but this was not sufficient to avoid the mentioned issues.

After a long hard working on prototype measurements and asdhsiprototype
could be used in the validation task of the focus of this thesis.
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Figure B.14: The debug prototype photography identifying the main blocks loaation i
the printed circuit board.
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APPENDIX C UMA INTERFACE MODULAR E
DIGITALMENTE PROGRAMAVEL BASEADA EM
MODULADORES SIGMA-DELTA PASSA-BANDA PARA
SISTEMAS EM CHIP DE SINAIS MISTOS

O capitulo 1 desta tese apresenta a motivagdo e coloca oocemarjue esta
pesquisa esta inserida. A principal motivacdo deste trabalho veomtiouo avanco da
tecnologia de integracdo de dispositivos CMOS em silicio queptasibilitado ao
projetista a inclusdo de um numero cada vez maior de blocos fusciomanesmo
circuito integrado. Este avancgo crescente vem sendo impulsionadopgietaedpansao
das necessidades mercadoldgicas por sistemas emSfip).(Este incremento da
demanda por circuitos integrados cada vez mais complexos cria, jporladd, a
necessidade ndo s6 por ferramentas de apoio ao projeto automatasadaninem para
a prototipacdo de tais sistemas. Dentro do leque de aplicacdesaie mistos
(analégicos e digitais), podem ser encontrados exemplos que envtdveon o
processamento linear ou nado linear de sinais, como também a dedesi® cobertura
de uma faixa ampla de freqiiéncias, indo das baixas as altas frequérgiasdo s6 as
ferramentas de CAD necessitam suportar esse ambiente de gdeg@hais mistos, mas
também as plataformas utilizadas para o mapeamento dessagdgsdi devem ter o
condizente suporte. Assim, a incorporagdo de algum grau de progoardasa
funcionalidades analdgicas mostra-se necessaria nos atuaisnasistdigitais
reconfiguraveis ou SOCs de propésito geral. Nesse sentido, o focotewsta a
descricdo e validacdo de uma arquitetura de interface paresgaotento de sinais
analégicos para SOC de sinais mistos, que possa ser recordigusatempo de
desenvolvimento da aplicacdo alvo. As caracteristicas principais dedacmto de:

» processar sinais de banda limitada;
= apresentar cobertura de reposta em freqiiéncia ampla indo de DC até HF;
= permitir 0 mapeamento tanto de aplicacdes lineares como nao-lineares;

= permitir o balanco entre resolugdo (SNR) e largura de banda no modaento
configuracdo da aplicacéao;

= permitir facilmente o controle da configuragdo por programagcaialdida
mesma;

= apresentar compatibilidade com tecnologia digital CMOS convencional.

Em uma primeira abordagem, a arquitetura desta interface g@oelevolver o
emprego de um bloco reconfiguravel analdgico do tipo FPAA ddA;Rissociado a
uma infra-estrutura de conversdo analogico-digital e digitdégica. Esta associacao
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poderia prover o interfaceamento analdgico flexivel como desejadetiv@hpo
analisar a viabilidade deste tipo de solucao e suas limitacoesnfiizida uma revisao
sobre dispositivos reconfiguraveis anal6gicos e de sinais mistos.

As técnicas de reconfiguracdo analOgica, reportadas tanto rautiége como na
industria, sdo analisadas no capitulo 2. As arquiteturas de dispositiahigjicos
reconfiguraveis existentes sdo classificadas em dois gramdpesgquanto a sua
funcionalidade e ilustrada pela figura 2.2. Um grupo é composto pepmsitigos que
promovem reconfiguracdo paramétrica e outro € composto por solucieeoam a
reconfiguracdo estrutural. Os primeiros englobam as solu¢cdesucgjanalidade do
dispositivo ndo pode ser alterada, tendo como exemplos comuns os filtikigcaisa
reconfiguraveis, os amplificadores de ganho variavel e os potencidrdgfitass. J& o
segundo grupo agrega as solucdes que possibilitam a alteracédo dadeser@penhada
pelo dispositivo, podendo o FPAA ou FPMA ser configurado ora como umdiéro
como um conversor analégico-digital ou um oscilador, por exemplo. Dentro dos
dispositivos programaveis estruturais encontram-se exemplos déetamgsi tanto
empregando abordagem de tempo continuo como de tempo discreto (amostrados). A
solucbes em tempo discreto empregam a técnica de capacitoresadi®g
principalmente.

A tabela 2.1 sintetiza as principais caracteristicas de oada das topologias
encontradas quanto a tecnologia de integragdo utilizada, a coberttegpdsta em
freqiiéncia e conjunto de funcdes que podem ser mapeadas no dispositivo prelgrama
Fica evidente deste processo de andlise que néo existe salugh@redo dispositivos
analdgicos reconfiguraveis que atenda aos requisitos enumeradosriaete, como
mostra a figura 2.7. Isto ocorre pois, as arquiteturas que poasibitibbertura de
aplicacdes ndo contemplam a resposta em freqiiéncia. Ja, por outi@sléalmologias
voltadas para uso em alta frequéncia ndo sdo adequadas parano aplicacdes em
baixas frequéncias, além do fato de sua tecnologia alvo ser dogigarpportanto ndo
compativel com tecnologia CMOS. Ap6s a analise das solucdes guanaiguracéo
analdgica, conclui-se que justamente os dispositivos adicionaiglossao caminho do
sinal ou da polarizacdo d&ABs promovem a degradacdo do sinal, reducédo da faixa
dindmica e a prépria resposta em frequéncia. Para viabilizarmomk cobertura no
lado das aplicacdes alvo, € necesséaria uma alta granularidagemraua vez impacta
negativamente nos parametros gerais de desempenho. Conclui-se guene@spaco
para pesquisa que busque minimizar a problemas inerentes aos FPAAs e FPMASs.

O foco desta tese é a descricdo e validacdo de uma arquitetuntzréice para
processamento de sinais analégicos para SOC de sinais mistos, cujo objetivo é:

= ampliar a faixa de utilizacdo em frequéncia;
= ampliar a cobertura de aplicacoes;
= criar um bloco voltado ao reuso para projetos envolvendo SOCs de sinais mistos.

A abordagem proposta apresenta a possibilidade de cobertura de urfeiXarde
frequéncias com performance praticamente constante, associatmestrutura digital
de programacdo. A premissa € usar uma célula analégica fixecoreoyar a
configuracdo da aplicacdo no dominio digital, levando a uma arquitetunéerface de
sinais mistos [FAB2003a, FAB2003b]. O emprego de um bloco analégizdfisca
eliminar a perda inerente de performance decorrente da proptiatuea de
programacao em circuitos reconfiguraveis analdgicos. A pronaggwogramacao no
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dominio digital abre espaco para usos da vasta gama de ferradisptasveis para o
projeto em alto nivel de abstracdo, simulacdo e sintese autopetcanplementar a
aplicacao alvo com excelente predicdo do desempenho final.

No capitulo 3, o conceito de processamento geral de sinais empregandiacéo
em freqiéncia (mixagem) da entrada analdgica é apresentao. @ realocacdo em
freqUéncia busca criar uma coépia do sinal em uma posicao firapgetro (banda de
processamento) seguida do mapeamento para o dominio digitalapam@etnto do sinal
segundo o0s requisitos da aplicacdo. A vantagem inerente dest@agdor € o
processamento homogéneo do sinal independentemente de sua freqtiéncia central.

Pelo fluxo de processamento do sinal proposto, ha a necessidade da ootwersa
sinal para um formato de representacdo digital através de umrsmmamaldgico-
digital (ADC) e de um filtro seletor de imagem apds o mixgrstEm duas abordagens
possiveis para etapa de conversao analdgico-digital, sendo umdabaiseeonversores
operando no conceito da freqiéncia de Nyquist e outra utilizando tédeicssbre-
amostragem. Dentro das técnicas de conversdao empregando sobreg@mosisa
moduladoresAY sdo 0s mais representativos, principalmente devido sua robustez,
compatibilidade com tecnologia CMOS convencional e natureza in@insec
representacédo de sinais mistas [DIA95]. A opcdo pelo emprego deodimadorAX
passa-banda continuo é devida as seguintes razdes:

» eliminar a necessidade de amplificador amostrador-retesatople-hold);

= utilizar o filtro de conformacg&o de ruido para efetuar a seldgdimagem do
sinal e atuar como filtranti-aliasing;

= utilizar o dominioAX como base para tratamento dos sinais;
» robustez e compatibilidade CMOS.

A estrutura de processamento proposta possibilita 0 emprego de umrabiogica
constante, e também, um processamento uniforme de sinais de entradie Ddaaté
altas frequéncias. A aplicacédo é configurada no donlinionde a performance pode
ser predita de acordo com as especificagdes alvo. A arquitkstfireed analog cell —
FAC é apresentada na figura 3.9. O conceito do emprego da FAC wuonimoco
basico para construcdo de uma interface multi-canal € mostrado na figura 3.10.

No capitulo 4 é construido o modelo tedrico de desempenho da FAC.tWootige
construcdo deste modelo € criar um mecanismo para exploracdpago €& projeto
em alto nivel e extrair as especificacdes de cada blocdtaoristda FAC tendo como
alvo a performance desejada no conjunto de aplicacdes alvo.

A estratégia para modelamento da performance global da BAS€2dgmenta-la em
dois blocos estanques, um compreendendo o mixer e outro agregando o madulador

O desempenho do mixer foi modelado empregando a arquitetura de xan mi
passivo, onde a principal fonte de degradacdo é a incerteza tentpuea)itfer)
presente nas linhas de controle do bloco. O modelo foi construido utilizepaioséo
em série de Fourier dos sinais de controle do mixer (osciladdy. IGceme jitter foi
modelado como um desvio de fase randémico conforme as equacbes 4.6 e 4.7
[FAB2004b]. A modelagem mostra que o efeitotduoe jitter se reflete na banda de
sinal como um agregado de ruido, provocando uma degradacdo do SNR do sinal na
saida do mixer. Na figura 4.6, € mostrado o efeito desta imperfeigcéo.
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Por sua vez, o moduladak foi modelado empregando uma abordagem hierarquica
de tempo discreto a partir de um moduladBrpassa-baixas, conforme figura 4.9. A
partir do protétipo discreto passa-baixas empregou-se a transformagibaiaas para
passa-banda classica de filtros [VAZ2003]. A passagem do dominio tkeecpeto para
0 continuo é feita através da expressdo 4.21, que estabelece a ecaivddd dois
sistemas empregando invariancia ao pulso. Com esse procedimento;sebdeftmcao
de conformacao de ruido desejada, permitindo calcular a densidadeaégppoténcia
total de ruido de quantizacdo na banda do sinal, dadas respectivanentxpacdes
4.26 e 4.27. Empregando expansdo em série de Taylor ao redor da fieeqéétral foi
possivel obter uma expressao fechada para a poténcia total do rujisantzacao na
banda de interesse bem como o respectivo SNR do modulador, dados peksbegpre
4.29 e 4.30, respectivamente. As expressdes que relacionam o desempenho do
modulador quanto ao ruido de quantizacdo tém como parametros a taxa de sobre
amostragem (OSR), a ordem do modulador (N), o nimero de bits do quantizador (B) e o
fundo de escala do quantizadoi§Q

A combinacdo do modelo de desempenho do mixer e do modul@d@sulta na
expressao 4.33 que sintetiza o desempenho global da FAC.

Foram desenvolvidos, além do modelo tedrico, modelos de simulacdo tanto de
tempo discreto como de tempo continuo, conforme mencionado nos capitulos 4 e 5 e
apéndices A e B. Esses modelos de simulagcédo serviram pararanailvalidacdo do
modelo proposto bem como na etapa de projeto e depuracéo dos prototipos da FAC.

O capitulo 5 relata o desenvolvimento de um protétipo da FAC desde aag#plor
do espaco de projeto, definicdo da arquitetura do modulador, implementacdo e
caracterizacdo. Na realidade, foram desenvolvidos dois prototiposm@&irprfoi um
protétipo de ordem 1 operando em freqUéncia baixa (freqiiéncia centeda de 1
kHz), este foi utilizado como prova de conceito da FAC [FAB2003a, FAB2003b e
FAB2004a]. O segundo protétipo construido tinha como desempenho alvo o
processamento de sinais com largura de banda méxima de 60ujHfregjtiéncia
central estaria entre DC e 20 MHz. Este ultimo deveria é@mema resolucdo minima
equivalente a 8 bits (ENoB) correspondendo a um SNR de 50 dB. Empregando o
modelo desenvolvido para FAC, a exploracdo do espaco de projeto foadaghara
prever o maximgjitter temporal admissivel no mixer e a ordem, a frequéncia de
amostragem e o0 OSR do modulada@r O resultado da exploracédo do espaco de projeto
resultou nas seguintes especificagdes para a FAC:

=  maximojitter temporal no mixer de 16 pgs;

» ordem do moduladakX igual a 2 (dois ressonadores);
= quantizador de 1 bit (comparador);

= OSR minimo de 32;

» frequéncia central de processamefptode 1MHz e frequéncia de amostragem
igual a 4MHz.

Um protétipo da FAC com as caracteristicas ou especificacdes acima faiictmst
depurado e validado. Os resultados experimentais mostram uma boa atedercom
o modelo de predicéo tedrica e de simulagéo.

A figura 5.10 mostra a densidade espectral de poténdmt-dweam digital e sua
conformidade com o modelo simulado quando as caracteristigasedéemporal no
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mixer e o ganho finito dos amplificadores operacionais do modulgXi®&o levados
em consideracao.

A caracterizacdo da FAC em funcéo da freqiéncia do sinal del@dtmostrada na
figura 5.15. Observa-se um desvio e uma queda de desempenho a medida que a
frequéncia do sinal de entrada aumenta. Isto se deve a existénaia jitter temporal
medido de 240pgs tanto nos sinais de controle do mixer como do modulador. Essa
incerteza temporal tem origem na geracdo do sinal de relégiacda com o FPGA
agregada a FAC. {itter temporal nas linhas de sinais de controle se mostrou um fator
de forte impacto negativo no desempenho global da FAC. A limitdgdmaxima
freqUéncia central do sinal de entrada em torno de 17 MHz nesttigo resultou da
maxima freqiiéncia possivel de ser gerada na placa contendo o FR&Ada FAC
que, por projeto, poderia chegar até aproximadamente 50 MHz.

Além da caracterizacdo da FAC, algumas aplicacdes mapeditasasarquitetura
proposta sdo apresentadas também no capitulo 5. A primeira aplietaf@ola € a
utilizacdo da FAC como um conversor analdgico-digital multi-bapdaametrizaveis,
cujos resultados estdo sintetizado na tabela 5.2. Esta aplicackka ques o usuario
pode definir uma relacdo de compromisso entre resolucao (SNR), patéreia (OSR)
no tempo de desenvolvimento da aplicacdo. A interface tem um desempenho
praticamente constante ao longo da freqiiéncia central do sieatrdda. Sao também
apresentadas aplicacdes tais como multiplicacdo e adicdo de esmpregando o
dominioAX [FAB2004a].

As contribui¢des, conclusdes e trabalhos futuros sao apresentados no capitulo 6.
As principais contribui¢cdes deste trabalho foram:

= 0 desenvolvimento de uma arquitetura de interface fixa (FAC) e seu
modelamento tanto teérico como de simulacao;

= 0 modelo para exploracdo do espaco de projeto da célula analdgica fixa
(FAC);

» 0 desenvolvimento do modelo paramétrico da FAC;
= a caracterizacdo da interface proposta;
= 0 desenvolvimento de aplicagdes exemplo.

A interface proposta tem a capacidade de processar sinaisCdaté altas
freqiéncias empregando o conceito de translacdo em frequéncia,iamepio
processamento homogéneo de sinais. O uso domihjoara representacdo dos sinais
propicia a reconfiguracdo estrutural no dominio digital. O empregante célula
analdgica praticamente fixa facilita o processo de migracao tecralogic

As principais limitagbes desta interface residem em doigpasymum relacionado
com a resposta em freqliéncia e outro com o comportamento proxirbd.d©
primeiro caso diz respeito principalmente a situacao de proceskagie Sinais com
conteudo espectral indesejado nas freqléncias imagens descrtasgpatdo 3.5.
Havendo sinais ou ruido nestas posicoes espectrais 0s mesmoesakréados para a
freqiéncia de processamento causando interferéncia e dégradacSNR. J& no
segundo caso, a existéncia de um niveloffsst no bloco de entrada limitara o
processamento de sinais de amplitude na ordem de grandeafésatiloou mesmo
reduzindo o range dinamico. Isto ocorre devido ao ajuste do ganho sedealimvés



116

do amplificador de ganho variavel ap6s o mixer, portanto amplificamdbéta este
sinal espdurio.

Os trabalhos de pesquisa futuros relacionados ao tema desta tése se
principalmente os relacionados com:

= 0 aprimoramento do modelo da FAC;
= aavaliacdo de outras topologias para o mixer e para 0 modiEdor
= 0 desenvolvimento de uma versao integrada da FAC;

* ainvestigacdo de arquiteturas de sintetizadores de freqgio®ncpativeis a
arquitetura proposta;

= 0 estudo de adequar a FAC para testabilidade;
= 0 desenvolvimento de aplicagbes adicionais.

O apéndice A apresenta alguns detalhes referentes ao modelo dadnterface e a
influéncia do produto ganho-faixa finito dos amplificadores operacionarespasta
dos ressonadores do modulad@r J4 o apéndice B descreve sucintamente o modelo de
simulacéo desenvolvido e os detalhes relacionados ao projeto e deplarggatdtipo
descrito no capitulo 5.



