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Introduction

By the different nature between obtained results, we split the introduction in
a motivation for modelling American options and a (rough) statement of reg-
ularity results and a motivation for Vlasov systems and a (rough) statement
of its Lagrangian structure.

American options

We begin by recalling the Black-Scholes model (see [12], [25]), which states
that a (vector) stock price St at time t evolves as

dSit = (r − di)Sit dt+
n∑
j=1

σijS
i
t dW j

t ,

where Wt is the (vector) Brownian motion, r is the short rate, d is the
continuously compounded dividend rate of the stock, and σ is the volatility
matrix of the stock. In this model, r is a non-negative constant, and σ is a
non-negative constant matrix. Moreover, it is usual to denote τ = 0 as the
“now” and τ = T as the expiring time. It is well known (see [12], [25]) that
the price of the option Vt(S) solves the celebrated Black-Scholes equation:{

−∂τVt − 1
2

∑n
i,j=1 σijSiSj∂SiSjVt +

∑n
i=1(r − di)Si∂SiVt − rVt = 0;

VT = ψ,

where ψ is a known non-negative function, and it is the payoff. By the change
of variables t = T − τ and xi = logSi, we simplify the problem:{

∂tu− 1
2

∑n
i,j=1 σij∂xixju+

∑n
i=1(r − di − σii/2)∂xiu− ru = 0;

u(0, ·) = ψ,
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where u(t, x) = Vτ (S) is the rational price. Notice that the Black-Scholes
model does not allow sudden changes in the stock price St. For this purpose,
Merton [28] added a “jump” term in the evolution of St, that is,

dSit = (r − di)Sit dt+
n∑
j=1

σijS
i
t dW j

t + Y iSit dN i
t ,

where N i
t is a Poisson process “counting the jumps” of Sit with size Y i. The

corresponding PDE is then modified (see [12]) with a non-local term:{
∂tu− 1

2
σ : D2u− b · ∇u− ru−Ku = 0;

u(0, ·) = ψ,
(1)

where b = (d1 + σ11/2− r, . . . , dn + σnn/2− r),

Kv(t, x) :=

∫
Rn

[
v(t, x+ y)− v(t, x)−

n∑
i=1

(eyi − 1)∂xiv(t, x)
]
µ(dy)

and µ is the associated jump measure. System (1) models European op-
tions, since one can only exercise at the expiration date (recall that in (t, x)
coordinates, the expiration date is t = 0). In contrast, American options
do allow exercises prior than the expiration. We may split the domain into
{u > ψ} and {u = ψ}, which are known as continuation and exercise regions,
respectively. These names suggest that the first time we enter the exercise
region, it is optimal to exercise the option, otherwise (that is, when we are
in continuation region) we should continue the evolution of u as in (1). This
information is encapsulated in the following PDE:{

min{∂tu− 1
2
σ : D2u− b · ∇u− ru−Ku, u− ψ} = 0;

u(0, ·) = ψ.
(2)

If there is no jump term, i.e., µ ≡ 0, the regularity of (2) is well-
understood (see [25]). We assume that σ ≡ 0, so that all the regularity
comes from the jump term. As in [7], we assume that dµ(y) behaves as
|y|−n−2sdy as leading order, so that K can be written as

Kv(t, x) ≈ −(−∆)sv(t, x) + Iv(t, x),

6



where (−∆)s is the fractional Laplacian and it is defined by

−(−∆)sf(x) :=

∫
Rn

f(y)− f(x)

|y − x|n+2s
dy,

and I is a non-local operator of lower order with respect to (−∆)s. Notice
that under this assumption, the regularity of the solution of (2) depends on
s:

� if s < 1/2, the gradient term is of greater order with respect to (−∆)s,
and we do not expect any regularity result for u;

� if s = 1/2, the gradient and the fractional Laplacian have the same
order, and the problem becomes very delicate;

� if s > 1/2, we expect that diffusion provided by the fractional Lapla-
cian dominates and u is as regular as the solution of the fractional
heat equation obstacle problem, i.e., the regularity is the same as the
solution of (2) with b ≡ 0, r ≡ 0, and I ≡ 0.

The main goal of the first part of the thesis is to investigate the expected
regularity in the case s > 1/2.

Thus, we study in chapter 1 the obstacle problem{
min{∂tu+ (−∆)su−Ru, u− ψ} = 0;

u(0, ·) = ψ,
(3)

where R := (r + b · ∇+ I) is a lower order operator with respect to (−∆)s.
We were unable to find the existence of solutions for the obstacle problem
(1.1) in the literature and we present a proof in Chapter 1. Nevertheless,
in the elliptic case, Petrosyan and Pop [29] prove existence and regularity
results when I ≡ 0, b ∈ Cs(Rn;Rn), r ∈ Cs(Rn) is negative bounded away
from zero, and ψ ∈ C3s.

In order to study (3), we assume some regularity of I , namely, I is a
convex non-local non-linear uniform elliptic operator (see (iv) for a rigorous
definition and some examples) and that the payoff (from now on, it will be
called obstacle) is globally W 2,∞ ∩ C2. The main result of chapter 1 is the
following (see Theorem 1.32):
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Theorem (Rough version). In this setting, there exists a unique solution u
of (3). Moreover, it is globally Lipschitz in space-time and{

∂tu ∈ C
1−s
2s
−0+,1−s

t,x ((0, T ]× Rn);

(−∆)su ∈ C
1−s
2s

,1−s
t,x ((0, T ]× Rn).

Our regularity in time would be optimal if we did not have 0+ in the
Hölder exponent of ∂tu. It is natural to expect that

∂tu ∈ C
1−s
2s

,1−s
t,x ((0, T ]× Rn);

however, this is unknown even for the fractional heat operator. In fact,
the same type of regularity of solutions has been addressed by Caffarelli and
Figalli [7] when b ≡ 0, I ≡ 0, and r ≡ 0. In the setting of [7], the regularity of
the free boundary for the obstacle problem has been investigated by Barrios,
Figalli, and Ros-Oton [5], where they show the free boundary is of class
C1,α in space-time. Their techniques, however, heavily depend on the scale
invariance of the operator, do not readily extend to the general problem (1.1),
and can be the subject of a future work.

Relativistic Vlasov systems

We begin by stating the relativistic (diffusion-free) Boltzmann equation:

∂tft(x, v) + v̂ · ∇xft(x, v) + At(x, v) · ∇vft(x, v) = ∂tf
∣∣∣
coll

(x, v),

where ft(x, v) is the distribution of particles in the phase space (x, v) at time
t with acceleration At(x, v), v̂ := (1+|v|2)−1/2v is the relativistic velocity, and
the right hand side term models the collision of the particles (here, we have
chosen the speed of light c = 1). The right hand side should be understood
as an operator which is applied into the distribution of particles ft. If we
assume that the system is collisionless, that is,

∂tft(x, v) + v̂ · ∇xft(x, v) + At(x, v) · ∇vft(x, v) = 0, (4)

we have the Vlasov equation. Notice that the acceleration may be self-
consistent, i.e., the particles exert forces between themselves, so that At
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depends on ft, turning the equation into a non-linear system. Classical ex-
amples are the Vlasov-Poisson system, where At is the electric field given
by Coulomb’s Law, and Vlasov-Maxwell system, where At is determined by
Lorentz force law with electromagnetic field given by Maxwell’s equations.
In Appendix 2, we shall assume that the acceleration is given by

At(x, v) = gt(x) +
q

m
(Et(x) + v̂ ×Bt(x)),

where gt, Et, and Bt are the Newtonian gravitational, electric, and magnetic
fields, respectively, and q and m are the particle charge and mass. Newto-
nian gravity implies that gt = Gm∇(−∆)−1ρt, where G is the gravitational
constant and ρt the density of particles. We now assume that the electro-
magnetic field satisfies one of quasi static limits of Maxwell’s equations (see,
for instance, [27] and references therein):

∇ · Et =
q

ε0
ρt, ∇ ·Bt = 0, ∇× Et = 0, ∇×Bt =

q

ε0
Jt + ∂tE, (5)

or

∇ · Et =
q

ε0
ρt, ∇ ·Bt = 0, ∇× Et = −∂tBt, ∇×Bt =

q

ε0
Jt, (6)

where Jt is the relativistic particle current density and it is treated as a
given (vectorial) function. Equations (5) and (6) are known as the quasi-
electrostatic (QES) and quasi-magnetostatic (QMS) limit, respectively. The
solution of (5) is

Et = − q
ε0
∇(−∆)−1ρt, and Bt =

q

ε0
∇× (−∆)−1Jt,

while the solution of (6) is

Et = − q
ε0
∇(−∆)−1ρt −

q

ε0
∂t(−∆)−1Jt, and Bt =

q

ε0
∇× (−∆)−1Jt.

Notice that the leading term in QES limit is the electric field, and in QMS
is the magnetic field. Hence, if we are in QES case, we can write At only in
terms of ρt and Jt:

At(x, v) =

(
q2

4π ε0m
−Gm

)∫
R3

ρt(y)
x− y
|x− y|3

dy

+
q2

4π ε0m
v̂ ×

∫
R3

Jt(y)× x− y
|x− y|3

dy,
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where ε0 is the electric permittivity. Now, define the critical charge qc as

qc := ±
√

4π ε0Gm.

If q > qc, we have that the electric field is stronger, and up to a redefinition
of ρt and Jt, we may write the acceleration as

At(x, v) =

∫
R3

ρt(y)K(x− y) dy + v̂ ×
∫
R3

Jt(y)×K(x− y) dy,

where K(x) = (4π)−1x/|x|3. Analogously, if q < qc, we have

At(x, v) = −
∫
R3

ρt(y)K(x− y) dy + v̂ ×
∫
R3

Jt(y)×K(x− y) dy.

In both cases, if we drop the magnetic field (since it is a lower order term),
we have the relativistic Vlasov-Poisson system. Moreover, notice that in
the critical case q = qc, we only have the magnetic force acting in Vlasov
equation, which is exactly the same as if we only considered the leading term
in the QMS limit, that is, the relativistic Vlasov-Biot-Savart system.

Thus, we write
∂tft + v̂ · ∇xft + (Et + v̂ ×Bt) · ∇vft = 0;

ρt(x) =
∫
R3 ft(x, v) dv, Jt(x) =

∫
R3 v̂ft(x, v) dv;

Et(x) = σE
∫
R3 ρt(y)K(x− y) dy;

Bt(x) = σB
∫
R3 Jt(y)×K(x− y) dy,

(7)

where σE ∈ {0,±1}, σB ∈ {0, 1}. We are interested in the Lagrangian
structure of (7). We summarize what (7) models depending on σE and σB:

� Relativistic Vlasov-Poisson equations: charged particles under a
self-consistent electric field or particles under a self-consistent electric
and gravitational fields with particle charge q > qc if σE = 1, σB = 0;
motion of galaxy clusters under a gravitational field or particles under
a self-consistent electric and gravitational fields with particle charge
q < qc if σE = −1, σB = 0 (see, for instance, [13, Chapter 5] and
references therein);

� Relativistic Vlasov-Biot-Savart equations2: charged particles un-
der a self-consistent magnetic field; particles under a self-consistent

2This terminology, albeit not standard, is in analogy to the Vlasov-Poisson system,
since the magnetic field obeys the Biot-Savart law.
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quasi-electrostatic (QES) electromagnetic and gravitational fields with
particle charge q = qc if σE = 0 and σB = 1;

� QES relativistic Vlasov-Maxwell equations: charged particles un-
der a self-consistent QES electromagnetic field; particles under a self-
consistent QES electromagnetic and gravitational fields with particle
charge q > qc if σE = σB = 1;

� Relativistic gravitational Vlasov-Biot-Savart equations:

charged particles under a self-consistent magnetic and gravitational
fields; particles under a self-consistent quasi-magnetostatic (QMS) elec-
tromagnetic and gravitational fields with particle charge q < qc if
σE = −1 and σB = 1.

Note we allow σB = σE = 0, that is, (7) to be the linear transport equation,
but its theory is classical and we shall not consider it. Moreover, the fact that
the critical charge evolution system coincides with the Vlasov-Biot-Savart
system suggests that the displacement current ∂tEt behaves like a lower order
term; see (5). This is well-known in Electrodynamics [22]; Maxwell predicted
theoretically as a correction of Ampère’s law. Nonetheless, we show that
it behaves like a lower order term in the magnetic potential energy; see
Lemma 2.19 and Remark 4.

Concerning the existence of classical solutions of (7), we refer to [6, 21, 23],
where the existence of local solutions for the relativistic Vlasov-Poisson sys-
tem is established. As mentioned in [13, Chapter 5, Section 1.5], very little
is known regarding the existence of global solutions for general initial data.
However, existence results can be found, for instance, for spherically and
axially symmetric initial data; see [20, 19]. In the aforementioned results,
it is required higher integrability assumptions and moment conditions on
the initial data. To be more physically relevant, it is desired to avoid such
hypotheses even though classical solutions may fail to exist. We thus con-
sider renormalized and generalized solutions, which allow us to establish a
Lagrangian structure for the system, global existence results, and (under
suitable energy bounds) a global in time maximal regular flow, as we explain
in 2.

The main goal of the second part of the thesis is to study the Lagrangian
structure of (7) under suitable hypothesis. In the seminal paper of DiPerna
and Lions, they introduced the concept of renormalized solution (see Defini-
tion 2.1) in order to overcome the ill-posedness of (7) in the distributional
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sense if f is merely L1. Notice that, by the transport structure of the Vlasov
equation, one expect that, in suitable sense, the initial condition transported
by a flow associated to (v̂, Et + v̂ × Bt) is a solution of (7). But since we
are dealing with renormalized solution, one might lose the relation between
Lagrangian and Eulerian pictures. The first main result of Appendix 2 states
that there exists a flow associated to (7) which transports the initial condi-
tion for renormalized and/or distributional solutions (see Theorem 2.2 and
Corollary 2.10):

Theorem (Rough version). Assume that f is a distributional or a renor-
malized solution of (7). Then f is a Lagrangian solution transported by the
flow (in a suitable sense) X(t, ·) associated to (v̂, Et + v̂ ×Bt). Moreover, if
the relativistic and the electromagnetic energy are integrable in time, that is,∫ T

0

∫
R6

√
1 + |v|2ft(x, v) dx dv dt+

∫ T

0

∫
R3

|Et|2 + |Bt|2 dx dt <∞,

Then the flow is globally defined for t ∈ [0, T ] and ft = X(t, ·)#f0.

The second main result states that, if we only consider the “effective” par-
ticle density and current density ρeff , Jeff , respectively, in the electromagnetic
field, that is, if we now consider

Eeff
t (x) = σE

∫
R3

ρeff
t (y)K(x− y) dy, Beff

t (x) = σB

∫
R3

Jeff
t (y)×K(x− y) dy,

instead of Et, Bt in (7), we still have a existence of a Lagrangian solution
result. A renormalized solution of this “effective” version of (7) combined
with suitable hypothesis of ρeff , Jeff will be called “generalized solution”. The
results reads (see Theorem 2.3):

Theorem (Rough version). If f0 ∈ L1(R6) is nonnegative, then there exists
a generalized Lagrangian solution of (7) transported by the flow (in a suitable
sense) associated to (v̂, Eeff

t + v̂ ×Beff
t ).

Finally, the third main result states that if the initial condition has finite
energy (in a suitable sense), then the distribution of particles is continuous
in time, and it is transported by a globally defined flow (see Theorem 2.4):

Theorem (Rough version). If f0 has every energy bounded, then there exists
a global Lagrangian solution f ∈ C([0,∞);L1(R6)), and its flow is globally
defined on [0,∞). Moreover, f has every energy bounded, and the electro-
magnetic field Et, Bt is strongly continuous in L1

loc(R3).
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Chapter 1

Regularity of solutions of
general obstacle problem

We now make a more precise hypotheses on the system (3), namely, we
consider continuous viscosity solutions of{

min{∂tu+ (−∆)su− b · ∇u− Iu− ru, u− ψ} = 0 in (0, T ]× Rn,

u(0, x) = ψ(x) in Rn,

(1.1)
where

(i) the obstacle ψ : Rn −→ R+ is assumed to be a function of class
W 2,∞(Rn) ∩ C2(Rn);

(ii) b ∈ Rn is a constant vector;

(iii) r ∈ R is a constant1;

(iv) I is a non-local, convex2, translation-invariant, uniformly elliptic oper-
ator with respect to L0. The latter means that for all v, w ∈ C2σ+0+

(x)

1Although the condition r ≥ 0 might seem natural (see [7, Section 5]), our main result
holds even for r < 0.

2The convexity of I is only used in Lemma 1.17. Thus, if u is a semiconvex solution
of (1.1) and I is not convex, the results of this paper still hold.
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which satisfy3 ∫
Rn

|v(y)|+ |w(y)|
1 + |y|n+2σ

dy <∞,

we have that Iv(x) and Iw(x) are well defined and

M−
L0

(v − w)(x) ≤ Iv(x)− Iw(x) ≤M+
L0

(v − w)(x), (1.2)

where L0 is the set of operators L such that

Lu(x) :=

∫
Rn
δu(x, y)K(y)dy,

λ

|y|n+2σ
≤ K(y) ≤ Λ

|y|n+2σ
, and K(y) = K(−y).

(1.3)

The extremal operators M+
L0

and M−
L0

are analogous to Pucci operators

M+
L0
u(x) := sup

L∈L0

Lu(x) ≡
∫
Rn

Λ(δu(x, y))+ − λ(δu(x, y))−

|y|n+2σ
dy,

M−
L0
u(x) := inf

L∈L0

Lu(x) ≡
∫
Rn

λ(δu(x, y))+ − Λ(δu(x, y))−

|y|n+2σ
dy,

where δu(x, y) := u(x + y) + u(x − y) − 2u(x). For simplicity, we
assume I(0) = 0. We assume that I is a lower order diffusion operator
when compared to the fractional Laplacian (−∆)s in the sense that
s > σ > 0.

Notice that since Lu ∈ Cα(Rn) whenever u ∈ C2σ+α(Rn) for some
α > 0, thus Iu ∈ Cα(Rn).

Quintessential examples of I are −(−∆)σ and L, and by [10], more sophis-
ticated examples arise, such as

Iu = sup
β
Lβu, Iu(x) =

∫
Rn

G(u(x+ y)− u(x))

|y|n+2σ
dx,

where Kβ satisfy (1.3) uniformly with respect to β and G is a convex mono-
tone Lipschitz function and G(0) = 0.

3We recall that φ is said to be C2σ+0+ punctually at x if there exists v ∈ Rn and M > 0
such that |φ(x + y) − φ(x)| ≤ M |y|2σ+0+ if 2σ + 0+ ≤ 1 and |φ(x + y) − φ(x) − v · y| ≤
M |y|2σ−1+0+ if 2σ + 0+ > 1 for small y.
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Throughout this chapter, by Cα±0+
we mean Cα±ε for all ε > 0.

In the light of [30], we remark that since we need the well posedness of the
inverse of the fractional Laplacian and we assume that s > 1/2, we consider
throughout the paper that the dimension satisfies n ≥ 2.

1.1 Comparison results and first regularity

estimates

We first recall the general definition of a viscosity solution for a nonlocal
problem Lu = f , where f is a bounded continuous function and Lu =
∂tu+ (−∆)su− b · ∇u− Iu− ru:

Definition 1.1. An upper semicontinuous u on (0, T ]×Rn is a subsolution
of Lu = f at (t0, x0) if for all functions φ ∈ C1,2(BR(t0, x0)) such that
0 = (u − φ)(t0, x0) > (u − φ)(t, x) for all (t, x) ∈ BR(t0, x0) \ {(t0, x0)} for
some R > 0, the function

v(t, x) :=

{
φ(t, x) in BR(t0, x0);

u(t, x) at (0, T ]× Rn \BR(t0, x0)
(1.4)

satisfies Lv(t0, x0) ≤ f(t0, x0).
Analogously, a lower semicontinuous u on (0, T ] × Rn is a supersolution

of Lu = f at (t0, x0) if for all functions ϕ ∈ C1,2(BR(t0, x0)) such that
0 = (u − ϕ)(t0, x0) < (u − ϕ)(t, x) for all (t, x) ∈ BR(t0, x0) \ {(t0, x0)} for
some R > 0, the function

v(t, x) :=

{
ϕ(t, x) in BR(t0, x0);

u(t, x) at (0, T ]× Rn \BR(t0, x0)
(1.5)

satisfies Lv(t0, x0) ≥ f(t0, x0).
A solution of Lu = f is a continuous function that is both a subsolution

and a supersolution for all (t, x) ∈ (0, T ]× Rn.

We remark that the definition of the auxiliar function v is necessary due
to the nonlocal operators (−∆)s and −I .

We assume throughout the paper that u is a solution of (1.1) in the
following sense:
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Definition 1.2. An upper semicontinuous, bounded u on (0, T ] × Rn is a
subsolution of (1.1) if Lu(t, x) ≤ 0 in viscosity sense for all (t, x) ∈ (0, T ]×Rn

such that u(t, x) > ψ(x), and u(0, ·) ≤ ψ.
Analogously, a lower semicontinuous, bounded u on (0, T ] × Rn is a su-

persolution of (1.1) if u(t, ·) ≥ ψ for all t ∈ (0, T ], Lu(t, x) ≥ 0 in viscosity
sense for all (t, x) ∈ (0, T ]× Rn, and u(0, ·) ≥ ψ.

A solution of (1.1) is a bounded continuous function that is both a sub-
solution and a supersolution.

We remark that the definition of subsolution and supersolution are not
symmetric. Moreover, we can relax Definition 1.2 by dropping the hypothesis
u(t, ·) ≥ ψ (but assuming that a supersolution also has a empty semi-jet set,
see [1, Definition 2] for the classical case).

Since the fractional Laplacian is the leading term, we now define the lower
order operator R as

Ru(t, x) := (I + b · ∇+ r)u(t, x).

We now prove the existence, uniqueness and regularity of solutions of (1.6)
(see Lemma 1.3, Lemma 1.4, and Lemma 1.5). These tools will be needed in
order to prove existence, uniqueness and regularity of solutions for the penal-
ized equation (1.13). The techniques are fairly standard and are presented
for the sake of completeness.

Remark 1. Notice that operators (∂t + (−∆)s− b ·∇−M±
L0
− r+ γ) satisfy

the weak maximum principle for γ big enough (namely, γ = r). Indeed, since
[(−∆)s−M±

L0
]ϕ(t0, x0) ≥ 0 if ϕ attains its maximum at (t0, x0), we have that

� if (∂t + (−∆)s − b · ∇ −M±
L0
− r + γ)u ≤ 0 in (0, T ]× Rn, then

max
(0,T ]×Rn

u ≤ max
{t=0}×Rn

u+;

� if (∂t + (−∆)s − b · ∇ −M±
L0
− r + γ)u ≥ 0 in (0, T ]× Rn, then

min
(0,T ]×Rn

u ≥ − max
{t=0}×Rn

u−,

and its proof is a straightforward adaptation of [16, Theorem 9, Section 7.1].
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Lemma 1.3 (Uniqueness). Assume ψ, b, r, and I satisfy (i), (ii), (iii),
and (iv), respectively. For continuous functions f ∈ L∞((0, T ] × Rn) and
u ∈ L∞((0, T ]× Rn) ∩ C1,2

t,x ((0, T ]× Rn), which satisfy

∂tu+ (−∆)su−Ru = f in (0, T ]× Rn;

u(0, ·) = ψ on Rn,
(1.6)

we have
‖u‖L∞((0,T ]×Rn) ≤ C

(
‖f‖L∞((0,T ]×Rn) + ‖ψ‖L∞(Rn)

)
,

where C = C(r, T ). Moreover, the solution is unique.

Proof. For the first claim, it suffices to prove for u which satisfies(
∂t + (−∆)s −M+

L0
− b · ∇ − r

)
u ≤ f ≤

(
∂t + (−∆)s −M−

L0
− b · ∇ − r

)
u.

The result follows by noticing that(
∂t + (−∆)s −M−

L0
− b · ∇+ γ − r

) (
±e−γtu+ ‖f‖L∞(Rn)

)
≥ ±e−γtf + (γ − r)‖f‖L∞(Rn)

≥ e−γt
(
± f + eγt‖f‖L∞(Rn)

)
≥ 0

where γ := r + 1. Hence, by the minimum principle

±e−γtu+ ‖f‖L∞(Rn) ≥ − max
{t=0}×Rn

(±e−γtu+ ‖f‖L∞(Rn))
−

= −max
Rn

(±ψ + ‖f‖L∞(Rn))
−,

which gives

‖u‖L∞((0,T ]×Rn) ≤ eγT (‖f‖L∞(Rn) + max
Rn

(±ψ + ‖f‖L∞(Rn))
−)

≤ 2eγT (‖f‖L∞(Rn) + ‖ψ‖L∞(Rn))

Now, if u and v satisfy (1.6), then

(∂t + (−∆)s − b · ∇ − r)(u− v) + Iv − Iu = 0;

(u− v)(0, ·) = 0.
(1.7)

By the ellipticity of I (see (1.2)), we have

(∂t + (−∆)s −M−
L0
− b · ∇+ γ − r)e−γt(u− v) ≥ 0

(∂t + (−∆)s −M+
L0
− b · ∇+ γ − r)e−γt(u− v) ≤ 0

(u− v)(0, ·) = 0.

By minimum and maximum principle, respectively, we conclude u ≡ v.
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Next, we need a regularity result for the fractional heat equation. Namely,
by [26, Theorems 2.3 and 3.1], if v satisfies

∂tv + (−∆)sv = f

with f ∈ Cα,β
t,x ((0, T ];Rn), α, β ∈ (0, 1), then

‖∂tv‖Cα,βt,x ((0,T ];Rn) + ‖(−∆)sv‖Cα,βt,x ((0,T ];Rn) ≤ C(1 + ‖f‖Cα,βt,x ((0,T ];Rn)). (1.8)

Moreover, since R is a lower order operator with respect to (−∆)s, we shall
perform an interpolation inequality, in the sense that given a bounded func-
tion u, we have by classical Hölder interpolation inequalities (see, for instance,
[18, Lemma 6.32]) and [30, Propositions 2.1.8 and 2.1.9] that

‖Ru‖Cα(Rn) ≤ C‖u‖Cα+max{1,2σ}(Rn) ≤ ε‖u‖Cα+2s(Rn) + Cε‖u‖L∞(Rn)

≤ Cε‖(−∆)su‖Cα(Rn) + Cε‖u‖L∞(Rn);

‖Ru‖L∞(Rn) ≤ C‖u‖Cmax{1,2σ+0+}(Rn) ≤ ε‖u‖C2s−0+ (Rn) + Cε‖u‖L∞(Rn)

(1.9)

for all ε > 0 (recall that max{1, 2σ} < 2s) and α ∈ (0, 1).
We now prove a priori estimates for classical solutions of (1.6) (see [29,

Lemma 2.6] for a proof in the elliptic case).

Lemma 1.4 (A priori Schauder estimates). Assume ψ, b, r, and I as in (i),
(ii), (iii), and (iv), respectively. Then, there exists a constant

C(n, s, λ,Λ, σ, T, r, b)

such that for any f ∈ Cα,β
t,x and u ∈ C1+α,2

t,x bounded functions which satisfy

∂tu+ (−∆)su−Ru = f on (0, T ]× Rn,

u(0, ·) = ψ on Rn,

we have the estimate

‖∂tu‖Cα,β((0,T ]×Rn)+‖(−∆)su‖Cα,β((0,T ]×Rn) ≤ C(‖ψ‖C2(Rn)+‖f‖Cα,β((0,T ]×Rn)).

In particular, we have u(t, ·) ∈ C2s+β.

18



Proof. We first notice that v := u− ψ ∈ C1+α,2
t,x satisfies

(∂t + (−∆)s −M+
L0
− b · ∇ − r)v ≤ f̃ ≤ (∂t + (−∆)s −M−

L0
− b · ∇ − r)v;

v(0, ·) = 0.

where f̃ := f − ((−∆)s−R)ψ. By (1.8), there exists a constant C such that

‖∂tv‖Cα,β((0,T ]×Rn) + ‖(−∆)sv‖Cα,β((0,T ]×Rn)

≤ C(1 + ‖∂tv + (−∆)sv‖Cα,β((0,T ]×Rn)).

By Lemma 1.3, we have ‖v‖L∞((0,T ]×Rn) ≤ C‖f̃‖L∞((0,T ]×Rn) for a constant
C = C(T, r). Moreover, by interpolation inequality (as in (1.9)), for all ε > 0
and Cε = C(ε, n, s, λ,Λ, σ, T, r, b) such that

(1− ε)
(
‖∂tv‖Cα,β((0,T ]×Rn) + ‖(−∆)sv‖Cα,β((0,T ]×Rn)

)
≤ Cε‖f̃‖Cα,β((0,T ]×Rn),

hence the estimative follows by choosing ε = 1/2. By the regularity of the
fractional Laplacian, see [30], we have u(t, ·) ∈ C2s+β.

We use the previous results to prove the existence and uniqueness of
solutions of (1.6).

Lemma 1.5. In the same setting, there is a unique bounded solution u ∈
C1+α,2s+β
t,x of (1.6) for α ∈ (0, 1) and β ∈ (2− 2s, 1), with the bound

‖∂tu‖Cα,β((0,T ]×Rn)+‖(−∆)su‖Cα,β((0,T ]×Rn) ≤ C(‖f‖Cα,β((0,T ]×Rn)+‖ψ‖C2(Rn)).
(1.10)

Proof. Uniqueness and boundedness follow from Lemma 1.3. We first assume
that ψ ∈ C∞c and f ∈ C∞, with compact support in space. We define the
operator L0 as the fractional heat operator, that is, L0 := ∂t + (−∆)s. We
claim that a solution of

L0u = f on (0, T ]× Rn,

u(0, ·) = ψ,
(1.11)

is smooth, vanishing as |x| −→ ∞. Indeed, denoting Fu the Fourier trans-
form of u in space, we have

u(t, x) := F−1
(
e−|ξ|

2stFψ
)

+ F−1

(∫ t

0

e−|ξ|
2s(t−s)Ff(s, ξ) ds

)
.
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By the regularity of ψ and f , we obtain u ∈ C∞ and it vanishes as |x| −→ ∞,
concluding the claim. By Lemma 1.3 and Lemma 1.4, we obtain (1.10) for
L0.

Now, note that functions f ∈ Cα,β
t,x and ψ ∈ C2 can be approximated

by {fk}k≥0 ⊂ C∞, with compact support in space, and {ψk}k≥0 ⊂ C∞c ,
respectively. More precisely, we have fk −→ f and ψk −→ ψ pointwise,
and the sequences are uniformly bounded. Let uk ∈ C1+α,2s+β

t,x (vanishing as
|x| −→ ∞) be a solution of

L0uk = fk on (0, T ]× Rn,

uk(0, ·) = ψk.

By the Arzelá-Ascoli Theorem, we obtain a subsequence

ukj −→ u

in C1+α,2s+β
t,x , thus u is a solution of (1.11). By assumptions (ii), (iii), and

(iv), the operator L : C1+α,2s+β
t,x −→ Cα,β

t,x is well defined. Now, we proceed by
continuity method: we write Lt = L0− tR. By Lemma 1.3, L is an injective
operator. Since we have proven that L0 is a surjective operator, we conclude
that L0 is a bijective operator, and the inverse L−1

0 is well-defined. Hence,

Ltu = f ⇐⇒ u = L−1
0 (f + tRu) =: S0u.

If we show that S0 is a contraction map, we have that L is bijective, hence
the claim will be proven. Indeed, by Lemma 1.3 and Lemma 1.4, for any
u, v ∈ C1+α,2s+β

t,x such that (u− v)(0, ·) ≡ 0, we conclude

‖S0u− S0v‖C1+α,2s+β((0,T ]×Rn) ≤ t C ‖Ru−Rv‖Cα,β((0,T ]×Rn)

where C is a universal constant. Now, by the regularity of u and v, we have

t C ‖Ru−Rv‖Cα,β((0,T ]×Rn) ≤ t C0 ‖u− v‖Cα,β+max{1,2σ}((0,T ]×Rn)), (1.12)

where C0 does not depend on t. Since max{1, 2σ} < 2s, we obtain S0 is a
contraction map for t0 < C−1

0 . Hence, Lt0 is bijective, and the lemma follows
by iterating the same argument for the map St0u := L−1

t0 (f+(t− t0)Ru).

Once the Hölder regularity of solutions of (1.6) is established, we can
prove the existence of solutions to the penalized equation{

uεt + (−∆)suε − b · ∇uε − Iuε − ruε = βε(u
ε − ψε) in (0, T ]× Rn;

uε(0, x) = ψε(x) in Rn,

(1.13)
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where ψε := ηε ∗ ψ, ηε being the standard mollifier, βε(z) := e−z/ε, and ε > 0.

Lemma 1.6. Assume that ψ, b, r, and I as in (i), (ii), (iii), and (iv),
respectively. Then, there exists a solution uε ∈ C1+α,2s+β

t,x to the penalized
problem (1.13), where α ∈ (0, 1) and β ∈ (2− 2s, 2).

Proof. We construct uk ∈ C1+α,2s+β
t,x iteratively as the unique solution to the

equation

Luk = βε(uk−1 − ψε) on (0, T ]× Rn,

uk(0, ·) = ψε,
(1.14)

where u0 ≡ 0. Indeed, for k = 1, u1 ∈ C1+α,2s+β
t,x since βε(−ψε) ∈ C∞.

Assuming the regularity holds for uk−1, uk ∈ C1+α,2s+β
t,x since βε(uk−1−ψε) ∈

C1+α,2s+β
t,x (by the regularity of uk−1 and ψε).

By (1.10) and the regularity above, we have for k ≥ 1

‖∂tuk‖Cα,β((0,T ]×Rn)+‖(−∆)suk‖Cα,β((0,T ]×Rn)

≤ C(‖βε(uk−1 − ψε)‖Cα,β((0,T ]×Rn) + ‖ψε‖C2(Rn)).

(1.15)

We now claim that for k ≥ 1

‖βε(uk−1 − ψε)‖L∞((0,T ]×Rn) ≤ Cε,

‖βε(uk−1 − ψε)‖Cα,β((0,T ]×Rn) ≤ Cε(1 + ‖uk−1‖Cα,β((0,T ]×Rn)),
(1.16)

where Cε depends on ε (but does not depend on k). Indeed, for k = 1,

‖βε(u0 − ψε)‖L∞((0,T ]×Rn) ≤ eε
−1‖ψε‖L∞(Rn) ≤ Cε;

‖βε(u0 − ψε)‖Cα,β((0,T ]×Rn) ≤
1

ε
‖βε(u0 − ψε)‖L∞((0,T ]×Rn)‖ψε‖Cβ(Rn) ≤ Cε.

Now, suppose that (1.16) holds for k ≥ 2. Then by Lemma 1.3, we have

‖βε(uk − ψε)‖L∞((0,T ]×Rn) ≤ eε
−1(‖ψε‖L∞(Rn)+‖βε(uk−1−ψε)‖L∞((0,T ]×Rn)) ≤ Cε;

‖βε(uk − ψε)‖Cα,β((0,T ]×Rn)

≤ 1

ε
‖βε(uk − ψε)‖L∞((0,T ]×Rn)‖uk − ψε‖Cα,β((0,T ]×Rn)

≤ Cε(1 + ‖uk‖Cα,β((0,T ]×Rn)).
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Hence, the claim follows. Combining (1.15) and (1.16), we have

‖∂tuk‖Cα,β((0,T ]×Rn) + ‖(−∆)suk‖Cα,β((0,T ]×Rn) ≤ Cε(1 + ‖uk−1‖Cα,β((0,T ]×Rn)).

We finally claim that

‖uk−1‖Cα,β((0,T ]×Rn) ≤ Cε. (1.17)

Once proven the claim, we will have a uniform bound (with respect to k) of

‖∂tuk‖Cα,β((0,T ]×Rn) + ‖(−∆)suk‖Cα,β((0,T ]×Rn).

The claim follows by the regularity of the fractional heat equation with
bounded source (see (1.54) in Section 1.A), we have

‖uk−1‖C1−0+ ((0,T ];L∞(Rn)) + ‖uk−1‖L∞((0,T ];C2s−0+ (Rn))

≤ C(‖(∂t + (−∆)s)uk−1‖L∞((0,T ]×Rn) + ‖uk−1‖L∞((0,T ]×Rn)).

By interpolation inequality (see (1.9)) and Lemma 1.3, there exists a constant

C(n, s, λ,Λ, σ, T, r, b, ‖ψ‖C2(Rn)) > 0

such that

‖uk−1‖C1−0+ ((0,T ];L∞(Rn)) + ‖uk−1‖L∞((0,T ];C2s−0+ (Rn))

≤ C(1 + ‖βε(uk−1 − ψε)‖L∞((0,T ]×Rn)).

Hence, by (1.16), we conclude the claim.
Now, by the uniform bound of {uk}k≥0 in C1+α,2s+β

t,x , we have a subse-

quence convergent in compact subsets of (0, T ]×Rn in C1+α,2s+β
t,x to a function

uε ∈ C1+α,2s+β
t,x ((0, T ]× Rn). Moreover, we have

Luk → Luε, βε(uk − ψε)→ βε(u
ε − ψε) as k →∞.

Hence, we conclude

Luε = βε(u
ε − ψε) on (0, T ]× Rn,

uε(0, ·) = ψε.

We now prove a uniform bound of βε(u
ε − ψε) with respect to ε, which

combined with Lemma 1.3 gives a uniform bound of uε.
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Lemma 1.7. Assume that ψ, b, r, and I as in (i), (ii), (iii), and (iv),
respectively. Then, there is a constant C(n, s, σ, λ,Λ, T, ‖ψ‖C2(Rn), b, r) > 0
such that

‖βε(uε − ψε)‖L∞((0,T ]×Rn) ≤ C

‖uε‖L∞((0,T ]×Rn) ≤ C.
(1.18)

Proof. We remark that we only need an upper bound, since βε(u
ε−ψε) ≥ 0.

We assume for γ ≥ 0
inf

(0,T ]×Rn
(e−γtuε − ψε) < 0,

for otherwise uε ≥ eγtψε ≥ ψε, hence βε(u
ε − ψε) ≤ 1. Take ϕ a nonnegative

smooth function that grows as |x|σ at infinity. Now, we claim that for δ > 0
sufficiently small, we have

min
(0,T ]×Rn

(
e−γtuε − ψε +

δ

T − t
+ δϕ

)
< 0, (1.19)

and the minimum is a interior point of (0, T ] × Rn. Indeed, since uε is
bounded4, we may take δ small enough so that we can consider (tεδ, x

ε
δ) the

minimizer of e−γtuε−ψε + δ
T−t + δϕ. Now, since inf(0,T ]×Rn(e−γtuε−ψε) < 0,

we may assume (1.19) (taking δ smaller if necessary). To prove that the
minimizer is at the interior, we remark that the function blows up as |x| → ∞
and t→ T−. Moreover, if the minimum were at t = 0, then

0 < δ

(
1

T
+ inf

Rn
ϕ

)
= inf

(0,T ]×Rn

(
e−γtuε − ψε +

δ

T − t
+ δϕ

)
< 0.

Hence, the claim is proven. Thus,

∂tu
ε(tεδ, x

ε
δ)− γuε(tεδ, xεδ) +

δeγt
ε
δ

(T − tεδ)2
= 0,

∇uε(tεδ, xεδ)− eγt
ε
δ∇ψε(xεδ) + eγt

ε
δδ∇ϕ(xεδ) = 0,

and (−∆)suε(tεδ, x
ε
δ)− eγt

ε
δ(−∆)sψε(xεδ) + δ eγt

ε
δ(−∆)sϕ(xεδ) ≤ 0.

Furthermore, by (1.2), we have

−Iuε(tεδ, xεδ) ≤ −M−
L0
uε(tεδ, x

ε
δ) ≤ eγt

ε
δ(δM+

L0
ϕ(xεδ)−M−

L0
ψε(xεδ)).

4By Lemma 1.3 and taking the limit k →∞ at (1.16), we conclude ‖uε‖L∞((0,T ]×Rn) ≤
Cε. However, we do not have a uniform bound with respect to ε.
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Hence, choosing γ := r, we have

βε(u
ε − ψε)(tεδ, xεδ) ≤ eγt

ε
δ

(
− δ

(T − tεδ)2
− b · ∇ψε(xεδ) + δ b · ∇ϕ(xεδ)

+(−∆)sψε(xεδ)− δ (−∆)sϕ(xεδ) + δ M+
L0
ϕ(xεδ)−M−

L0
ψε(xεδ) + (γ − r)ψε(xεδ)

−(γ − r) δ

(T − tεδ)2
− δ(γ − r)ϕ(xεδ)

)
≤ C +O(δ),

where C(n, s, σ, λ,Λ, T, b, r, ‖ψ‖C2(Rn)) > 0. Since

(uε − ψε)(tεδ, xεδ) −→ inf
(0,T ]×Rn

(uε − ψε)

as δ → 0 and βε is decreasing, we obtain

sup
(0,T ]×Rn

βε(u
ε − ψε) = lim

δ→0
βε(u

ε − ψε)(tεδ, xεδ) ≤ C‖ψ‖C2(Rn).

For the second inequality in (1.18), by Lemma 1.3 and the previous result,
we conclude

‖uε‖L∞((0,T ]×Rn) ≤ C(‖βε(uε − ψε)‖L∞((0,T ]×Rn) + ‖ψ‖L∞(Rn)) ≤ C‖ψ‖C2(Rn).

We finally prove that uε being a solution of (1.13) converges to u being a
solution of (1.1).

Theorem 1.8 (Approximation by Penalization Method). Assume that ψ,
b, r, and I as in (i), (ii), (iii), and (iv), respectively. Then, there ex-
ists a viscosity solution of (1.1) which is an approximation of a solution
uε of (1.13), i.e., uε −→ u as ε −→ 0+, and u ∈ C1−0+

((0, T ];L∞(Rn)) ∩
L∞((0, T ];C2s−0+

(Rn)).

Proof. We know by Lemma 1.6 that for each ε > 0, uε is a C1+α,2s+β
t,x function.

By (1.54) (see Section 1.A) and interpolation inequality (as in (1.9)), we have

‖uε‖C1−0+ ((0,T ];L∞(Rn)) + ‖uε‖L∞((0,T ];C2s−0+ (Rn))

≤ C(‖βε(uε − ψε)‖L∞((0,T ]×Rn) + ‖uε‖L∞((0,T ]×Rn)).

By Lemma 1.7, we conclude that uε −→ u in both C1−0+

t ;L∞x and L∞t ;C2s−0+

x

norms as ε −→ 0+, and u ∈ C1−0+
((0, T ];L∞(Rn))∩L∞((0, T ];C2s−0+

(Rn)).
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Moreover, ψε −→ ψ in C2 norm. To show that in fact u is a viscosity
solution of (1.1), let φ ∈ C1,2

t,x such that u − φ has a strict local maximum
at (t0, x0). Choose R > 0 such that 0 = (u − φ)(t0, x0) > (u − φ)(t, x) for
(t, x) ∈ BR(t0, x0) \ {(t0, x0)} and consider (tε, xε) the maximum of uε− φ at
K := BR/2(t0, x0). By the compactness of K, we have (up to a subsequence)
(tε, xε) −→ (s, y) as ε −→ 0+. By the definition of (tε, xε) and its limit, we
have

(u− φ)(t0, x0) ≤ (u− φ)(s, y).

Since (t0, x0) is a strict local maximum, (s, y) = (t0, x0). Now, since uε solves
(1.13) classically and the definition of (tε, xε), we have

(∂tv
ε + (−∆)svε − Ivε − b · ∇vε − ruε)(tε, xε) ≤ βε(u

ε − ψε)(tε, xε),

where vε as in (1.4), replacing u by uε. By the uniform bound (1.18), we have
that u(t, ·) ≥ ψ for all t ∈ (0, T ]. By letting ε −→ 0+ at the above inequality,
we conclude

(∂tv + (−∆)sv − Iv − b · ∇v − rv)(t0, x0) ≤

{
1, if v(t0, x0) = ψ(x0);

0, if v(t0, x0) > ψ(x0).

Hence,{
(∂tv + (−∆)sv − Iv − b · ∇v − rv)(t0, x0) ≤ 0 if u(t0, x0) > ψ(x0);

u(0, x) = ψ(x) ∀ x ∈ Rn.

Since (t0, x0) is arbitrary, we conclude that u is a viscosity subsolution. To
show that u is also a viscosity supersolution, we remark that by the same ideas
as above that for 0 = (u− ϕ)(t0, x0) < (u− ϕ)(t, x) for (t, x) ∈ BR(t0, x0) \
{(t0, x0)}, we obtain that

(∂tv + (−∆)sv − Iv − b · ∇v − rv)(t0, x0) ≥

{
1, if v(t0, x0) = ψ(x0);

0, if v(t0, x0) > ψ(x0),

where v as in (1.5). Thus,{
(∂tv + (−∆)sv − Iv − b · ∇v − rv)(t0, x0) ≥ 0;

u(0, ·) = ψ,

and it follows that u is a viscosity supersolution, and hence u is a viscosity
solution of (1.1).
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We now want to establish the uniqueness of solutions of (1.1). In order
to do so, we proceed as in [10, Section 5] and define sup-convolution and
inf-convolution and Γ-convergence.

Definition 1.9. Given an upper semicontinuous function u, we define the
sup-convolution approximation uε by

uε(t, x) = sup
(s,y)∈(0,T ]×Rn

u(t+ s, x+ y)− |(s, y)|2

ε
.

On the other hand, if u is a lower semicontinuous, the inf-convolution uε is
given by

uε(t, x) = inf
(s,y)∈(0,T ]×Rn

u(t+ s, x+ y) +
|(s, y)|2

ε
.

We remark that if u is bounded, then uε and uε are also bounded.

Definition 1.10. A sequence of lower semicontinuous functions uk is said to
Γ-converge to in (0, T ]× Rn if the two following conditions hold:

� For every sequence (tk, xk) −→ (t, x), lim infk→∞ uk(tk, xk) ≥ u(t, x).

� For every (t, x), there is a sequence (tk, xk) −→ (t, x) such that

lim sup
k→∞

uk(tk, xk) = u(t, x).

We now prove that one can change the test functions φ at Definition 1.1
by functions that touches from above (below) that are punctually C1;1,1

t,x (see
the proof below).

Proposition 1.11. Let u be an upper semicontinuous function such that
Lu ≤ f in the viscosity sense. Let φ be a bounded function such that φ ∈
C1;1,1
t,x punctually at (t, x). Assume that φ touches u from above at (t, x).

Then Lφ(t, x) is defined in the classical sense and Lφ(t, x) ≤ f(t, x).

Proof. By the regularity of φ(t, x), Lφ(t, x) is defined classically. Moreover,
there exists a quadratic polynomial in space and linear in time such that q
touches from above φ at (t, x). Let

vr :=

{
φ in Br(t, x),

u in (0, T ]× Rn \Br(t, x),
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Since Lu ≤ f in the viscosity sense, Lvr(t, x) ≤ f(t, x), and Lvr(t, x) is
well-defined. Let

ur :=

{
q in Br(t, x),

φ in (0, T ]× Rn \Br(t, x).

Thus, we have

Lφ(t, x) ≤ Lur(t, x) + (M+
L0
− (−∆)s)(ur − φ)(t, x) ≤ Lur(t, x)

≤ Lvr(t, x) + (M+
L0
− (−∆)s)(vr − ur)(t, x)

≤ f(t, x) + Λ

∫
Br(x)

(δ(φ− q)(x, y, t))+

|y|n+2σ
dy

+

∫
Br(x)

(δ(φ− q)(x, y, t))
|y|n+2s

dy ≤ f(t, x) + ε,

for any ε > 0, since both integrands are bounded by |y|2−2σ−n. Thus, the
proposition follows.

Of course, Proposition 1.11 holds for supersolutions, and its proof is sim-
ilar. Analogously to [10, Propositions 5.4 and 5.5], we have the following
proposition:

Proposition 1.12. If u is bounded and lower-semicontinuous in (0, T ]×Rn,
then uε Γ-converges to u. Likewise, if u is bounded and upper-semicontinuous
in (0, T ] × Rn, then −uε Γ-converges to −u. If u satisfies Lu ≤ f in the
viscosity sense, then Luε ≤ f+dε in the viscosity sense; if v satisfies Lv ≥ f
in the viscosity sense, then Lvε ≥ f−dε in the viscosity sense, where dε −→ 0
as ε −→ 0 and depends on the modulus of continuity.

Proof. The first claim is just a generalization uε −→ u locally uniformly
if u is continuous. For the second claim, suppose that the f has modulus
of continuity ω. Let (t0, x0) be such that uε(t, x) − φ(t, x) < uε(t0, x0) −
φ(t0, x0) = 0 for all (t, x) ∈ BR(t0, x0) \ {(t0, x0)}, φ ∈ C1,2

t,x . Define η(s, y) :=
φ(s− s0 + t0, y− y0 + x0) + ε−1|(s0− t0, y0− x0)|2, where (s0, y0) is such that

uε(t0, x0) = u(s0, y0)− |(s0 − t0, y0 − x0)|2

ε
.

Then u(s, y) − η(s, y) < u(s0, y0) − η(s0, y0) = 0 for all (s, y) ∈ BR(s0, y0) \
{(s0, y0)}, and so

Lvε(t0, x0) = Lv(s0, y0) ≤ f(s0, y0),
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where v as in(1.4), and vε as in (1.4), replacing u by uε. Since f has a modulus
of continuity ω, we have f(s0, y0) ≤ f(t0, x0)+ω(|(t0−s0, x0−y0)|). Noticing
that uε ≥ u, one has

|(s0 − t0, y0 − x0)|2

ε
≤ u(s0, y0)− u(t0, x0) ≤ 2‖u‖L∞((0,T ]×Rn),

we conclude
Lvε(t0, x0) ≤ f(t0, x0) + dε,

where dε := ω(2‖u‖L∞((0,T ]×Rn)ε
1/2). The proof for supersolutions is analo-

gous.

The next lemma is a straightforward adaptation of [10, Lemma 5.8], since
the main difficulty of the operator L is the nonlocal part (−∆)s − I .

Lemma 1.13. Let v be a lower-semicontinuous and Lv ≥ g in the viscosity
sense, and u is upper-semicontinuous and Lu ≤ f in the viscosity sense.
Moreover, assume that u and v are bounded functions. Then

L+(u−v) := (∂t+(−∆)s−b·∇−r−M+
L0

)(u−v) ≤ f−g in the viscosity sense.

Proof. By Proposition 1.12 and the stability of viscosity solutions under Γ-
limits (see [10, Lemma 4.5]), it is enough to show that L+(uε−vε) ≤ f−g+2dε
in the viscosity sense for every ε > 0. Let φ ∈ C1,2

t,x touching from above uε−vε
at (t, x). Since u and v are bounded, then uε and vε are also bounded. Since
uε− vε is touched by above at (t, x) by a C1,2

t,x , then both uε and −vε must be

C1,2
t,x punctually at (t, x). Moreover, by (1.11), we can evaluate Luε and Lvε

at (t, x) in the classical sense. Thus, by Proposition 1.12,

L+(uε − vε)(t, x) ≤ Luε(t, x)− Lvε(t, x) ≤ f(t, x)− g(t, x) + 2dε.

Hence, L+φ(t, x) ≤ f(t, x) − g(t, x) + 2dε since φ touches vε − uε by above.
Thus, L+(uε − vε) ≤ f − g + 2dε in the viscosity sense.

We now prove an analogous of maximum principle for L+u ≤ f . This is
the key result for the comparison principle Theorem 1.15.

Lemma 1.14. Let u is a bounded function defined in (0, T ] × Rn, upper-
semicontinuous such that L+u ≤ f at Ω ⊂ (0, T ]×Rn in the viscosity sense,
where Ω is a open set. Then there exists a constant C(T ) > 0 such that

sup
Ω
u ≤ C(T )

(
‖f+‖L∞((0,T ]×Rn) + sup

Ωc
u

)
.
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Proof. Let

φM(t) := eγt(M + ε+ ‖f+‖L∞((0,T ]×Rn)) for all t ∈ (0, T ],

where γ := r + 1, and ε > 0. Note that L+φM(t, x) = (γ − r(x))φM(t) >
‖f+‖L∞((0,T ]×Rn). Let M0 be the smallest value of M for which φM ≥ u in
(0, T ] × Rn. We assume by contradiction that M0 > supΩc u. Then, there
exists (t0, x0) ∈ Ω such that u(t0, x0) = φM0(t0) (by the minimality of M0),
hence φ touches from above u at (t0, x0). Since u is a viscosity subsolution
at Ω, we would have L+φM0(t0, x0) ≤ f(t0, x0), a contradiction. Therefore,
for (t, x) ∈ (0, T ]× Rn, we have

u(t, x) ≤ φM0(t) ≤ eγT (M0 + ε+ ‖f+‖L∞((0,T ]×Rn))

≤ eγT
(

sup
Ωc

u+ ε+ ‖f+‖L∞((0,T ]×Rn)

)
.

Letting ε −→ 0, we conclude the proof.

We now prove the comparison principle for (1.1):

Theorem 1.15 (Comparison Principle). Let u, v be bounded viscosity sub-
solution and supersolution of (1.1), respectively. Then u ≤ v in (0, T ]×Rn.

Proof. We first notice that u(0, ·) ≤ ψ ≤ v(0, ·). For t > 0, if u(t, x) ≤ ψ(x),
then v(t, x) ≥ ψ(x) ≥ u(t, x). Moreover, by Lemma 1.13 we have L+(u−v) ≤
0 in the viscosity sense at {u > ψ}. By Lemma 1.14, we conclude u ≤ v.

As a direct consequence (combined with Theorem 1.8), we have the fol-
lowing corollary.

Corollary 1.16 (Existence, Uniqueness and Regularity). There exists a

unique bounded viscosity solution u of (1.1). Moreover, u ∈ C1−0+,2s−0+

t,x

and u is approximated by a solution of the penalized equation (1.13).

Proof. The uniqueness follows from Theorem 1.15. The existence, regularity
and approximation follows from Theorem 1.8.

Once the Comparison Principle is established, we are able to adapt pre-
liminary regularity properties of solutions analogous to [7, Lemma 3.2]. We
implicitly use that L is translation invariant, since b and r are fixed and I
is assumed to be translation invariant (see (iv)).
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Lemma 1.17. Let u be a solution of (1.1). Then, for any fixed t > 0, the
u(t, ·) is globally Lipschitz and uniformly semiconvex. Moreover, for any fixed
x ∈ Rn, the function t 7−→ u(t, x) non-decreasing.

Proof. Fix v ∈ Rn and define ũ(t, x) := u(t, x+ v) + C|v|. Hence, ũ solves{
min{Lũ+ rC|v|, ũ− ψ̃} = 0 in (0, T ]× Rn,

ũ(0, x) = ψ̃ in Rn,

where ψ̃(x) := ψ(x+v)+C|v|. Choosing C := ‖∇ψ‖L∞(Rn), if u(t, x) = ψ(x),

then u(t, x) ≤ ψ̃(x) ≤ ũ(t, x). If u(t, x) > ψ(x), then by Lemma 1.14, we
have L+(u− ũ)(t, x) ≤ C|v|, and by Theorem 1.15, (u− ũ)(t, x) ≤ CreγT |v|,
hence u(t, ·) is globally Lipschitz5.

Moreover, for any fixed η ≥ 0, the function ũ(t, x) := u(t+ η, x) solves{
min{Lũ, ũ− ψ} = 0 in (−η, T − η]× Rn,

ũ(0, x) = u(η, x) in Rn.

We know u(t, x) ≥ ψ(x) so that, in particular, u(η, x) ≥ ψ(x); therefore, by
Theorem 1.15,

u(t+ η, x) ≥ u(t, x) for every η, t ≥ 0.

Finally, denoting C := 2 ‖D2ψ‖L∞(Rn), for a fixed v ∈ Rn, we have

ũ(t, x) :=
u(t, x+ v) + u(t, x− v) + C|v|2

2
≥ ψ(x+ v) + ψ(x− v) + C|v|2

2
≥ ψ(x).

If u(t, x) = ψ(x), then u is semiconvex. Moreover, since I is convex, ũ
satisfies

Lũ(t, x) ≥ 1

2
(Lu(t, x+ v) + Lu(t, x− v)− rC|v|2) ≥ −rC

2
|v|2.

Hence, if u(t, x) > ψ(x), then by Lemma 1.14, L+(u − ũ)(t, x) ≤ rC/2|v|2,
and by Theorem 1.15, (u − ũ)(t, x) ≤ CreγT/2|v|2. Since x, v are arbitrary,
the C0-semiconvexity of u(t, ·) follows, where C0 := ‖D2ψ‖L∞(Rn)(1 + reγT ).

5Notice that by Theorem 1.8 we already have that u(t, ·) is globally Lipschitz, but we
have improved its Lipschitz constant from Lemma 1.17.
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Our next lemma deals with basic estimates of our parabolic operator,
which gives a Lipschitz regularity in spacetime (see Corollary 1.18) and a
comparison between (−∆)su and Ru at the contact set {u(t, ·) = ψ} and the
open set {u(t, ·) > ψ} (see Lemma 1.19).

As a direct consequence, we have the following corollary.

Corollary 1.18. If u solves (1.1), then u is Lipschitz in space-time, with

‖∂tu‖L∞((0,T ]×Rn) + ‖∇u‖L∞((0,T ]×Rn) ≤ C(s, n, λ,Λ, r, b, T, ‖ψ‖C2(Rn)).

Proof. The Lipschitz regularity in space is just a restatement of Lemma 1.17.
Now, since u solves (1.1), then by Corollary 1.16 u is the limit of uε which
solves (1.13). We denote by ∂ht the differential quotient with respect to time
variable. Hence wε(t, x) := e−rt∂ht u

ε(t, x) solves{
∂tw

ε + (−∆)swε − b · ∇wε −M+
L0
wε + ε−1βε(ξ)w

ε ≤ 0 in (0, T ]× Rn,

|wε(0, ·)| ≤ |(b · ∇+ I + r − (−∆)s) ψε|+ δ in Rn,

where ξ ∈ L∞((0, T ]×Rn) is nonnegative, and |∂ht uε(0, ·)− ∂tuε(0, ·)| ≤ δ for
h small for δ > 0. Hence, by maximum principle we have

‖∂ht uε‖L∞((0,T ]×Rn) ≤ erT (C‖ψ‖C2(Rn) + δ).

Letting ε −→ 0+ and h −→ 0+, we conclude the proof.

We notice that since u ∈ C1−0+
((0, T ];L∞(Rn))∩L∞((0, T ];C2s−0+

(Rn))
(see Corollary 1.16), we have

Ru ∈ L∞((0, T ];Cγ(Rn)), γ := s−max{σ, 1/2}. (1.20)

Here, we chose the exponent for simplicity, but one has the general regularity

Ru ∈ L∞((0, T ];C2γ−0+

(Rn)).

Lemma 1.19. For a solution u of (1.1) and a fixed t0 > 0, we have

0 ≤ (−∆)su(t0, ·)−Ru(t0, ·) < +∞ a.e. in {u(t0, ·) = ψ}; (1.21)

(−∆)su(t0, ·)−Ru(t0, ·) ≤ 0 in {u(t0, ·) > ψ}. (1.22)
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Proof. Combining the Corollary 1.18 and Lemma 1.17, we have that ∂tu ≥ 0
a.e. Also, ∂tu = 0 almost everywhere on the contact set {u = ψ} so that

∂tu+ (−∆)su−Ru = 0 in {u > ψ} and ∂tu = 0 a.e. on {u = ψ}.
This can be rewritten as

∂tu+ (−∆)su−Ru = ((−∆)su−Ru)χ{u=ψ}. (1.23)

This can be understood not only in the almost everywhere sense, but also
in the distributional sense; incidentally, the right hand side is well defined
by Lemma 1.7 and Corollary 1.18 implies that (−∆)su − Ru is a bounded
function.

Notice that (1.23) implies ∂tu + (−∆)su − Ru is globally bounded and
vanishes in the open set {u > ψ}, so that we infer u is smooth inside {u > ψ}.
Hence, we are then allowed to write, for a fixed t0 > 0,

(−∆)su(t0, ·)−Ru(t0, ·) = −∂tu(t0, ·) ≤ 0 in {u(t0, ·) > ψ},
which is (1.22).

Next, since ∂tu = 0 a.e. on the contact set {u = ψ}, we have (see
Lemma 1.7 and Corollary 1.18) that

0 ≤ (−∆)su−Ru <∞. (1.24)

for almost every (t, x) ∈ {u = ψ}.
However, we need the same bound to hold for a.e. x ∈ Rn, for every

t0 ∈ (0, T ]. Note that Lipschitz continuity of u, see Corollary 1.18, implies
that the map t 7−→ u(t, ·) ∈ L2

loc(Rn) is uniformly continuous. In turn, by
(1.21), this implies weak continuity of the map

t 7−→ (−∆)su(t, ·)−Ru(t, ·) ∈ L2
loc(Rn). (1.25)

Now, consider ε > 0 and a bounded Borel set A ⊂ {u(t0, ·) = ψ}, multiply
(1.24) by χ[t0−ε,t0]χA, and integrate to obtain

0 ≤
∫

[t0−ε,t0]×A

[
(−∆)su−Ru

]
≤ C |A| ε,

because, by Lemma 1.17, {u(t, ·) = ψ} is decreasing in time and thus so is
[t0 − ε, t0] × A ⊂ {u = ψ}. Since the map 1.25 is weakly continuous, we
obtain as ε→ 0:

0 ≤
∫
A

[
(−∆)su(t0, ·)−Ru(t0, ·)

]
≤ C |A|

for all bounded Borel set A ⊂ {u(t0, ·) = ψ}. This concludes the proof.
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1.2 Hölder-space decay of fractional Lapla-

cian

For a given fixed t > 0, we assume, without loss of generality, that 0 ∈
∂{u(t, ·) = ψ} and consider the La-harmonic function v : Rn × R+ −→ R
given by6

v(x, y) := u(t, x, y) +
Ru(t, 0)

1− a
y1−a,

where u(t, x, y) denotes the harmonic extension of u(t, x) to the upper half
space, that is,{

Lau(t, x, y) := divx,y
[
ya∇x,yu(t, x, y)

]
= 0 for x ∈ Rn and y > 0,

u(t, x, 0) = u(t, x).

See, for instance, Caffarelli-Silvestre [9] where the authors characterize the
fractional Laplacian as

lim
y→0+

yauy(t, x, y) = −(−∆)su(t, x) with a = 1− 2s.7 (1.26)

By Lemma 1.17, we have

u(t, x+ h, 0) + u(t, x− h, 0)− 2u(t, x, 0) ≤ −2C0|h|2 for every h ∈ Rn,

so that the maximum principle implies

u(t, x+ h, y) + u(t, x− h, y)− 2u(t, x, y) ≤ −2C0|h|2

for every h ∈ Rn and y > 0. This means that u(t, x, y) is C0-semiconvex with
respect to x for all y ≥ 0 and, in particular,

∂y
(
yauy(t, x, y)

)
≤ nC0y

a.

Now, consider the function

ṽ(x, y) := v(x, y)− ψ(x)

and set Λ := {ṽ(x, 0) = 0} = {v(x, 0) = ψ(x)}.
6By Ru(t, 0) we mean the evaluation of the function Ru(t, ·) at the point x = 0.
7We remark that we actually have limy→0+ y

a∂yu(t, x, y) = −cn,a(−∆)su(t, x), and so
we are taking for simplicity the normalization constant as cn,a = 1.
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Lemma 1.20. The following properties hold.

(a) We have ṽ ≥ 0 in the set Rn × R+ \ Λ× {0};

(b) The function ṽ is 2C0-semiconvex with respect to x for all y ≥ 0 and

∂y
(
yaṽy(x, y)

)
≤ 2nC0y

a;

(c) For a.e. x ∈ Λ,
lim
y→0+

yaṽy(x, y) ≤ C1|x|γ

and, for all x ∈ Rn \ Λ,

lim
y→0+

yaṽy(x, y) ≥ −C1|x|γ;

(d) For all x ∈ Λ,

ṽ(x, y)− ṽ(x, 0) ≤ nC0

1 + a
y2 +

C|x|γ

1− a
y1−a;

Proof. The first item only restates that u(t, x) ≥ ψ(x). Next, (b) follows
from the semiconvexity of v and ψ: we obtain that ṽ is 2C0-semiconvex with
respect to x for all y ≥ 0, which implies

∂y(y
aṽy(x, y)) ≤ 2nC0y

a.

In order to show (c), we first use (1.21) and (1.20) to conclude that, for a.e.
x ∈ Λ,

lim
y→0+

yaṽy(x, y) = −(−∆)su(t, x)+Ru(t, 0) ≤ |Ru(t, x)−Ru(t, 0)| ≤ C1|x|γ.

Then, we use (1.22) (and again (1.20)) to obtain that, for every x ∈ Rn \ Λ,

lim
y→0+

yaṽy(x, y) = −(−∆)su(t, x)+Ru(t, 0) ≥ Ru(t, 0)−Ru(t, x) ≥ −C1|x|γ.

Now we prove (d). For a.e. x ∈ Λ, we have

ṽ(x, y)− ṽ(x, 0) =

∫ y

0

saṽy(x, s)

sa
ds

=

∫ y

0

1

sa

(∫ s

0

∂y(τ
aṽy(x, τ)) dτ + lim

z→0+
zaṽy(x, z)

)
ds

≤
∫ y

0

1

sa

(
2nC0s

a+1

a+ 1
+ C|x|γ

)
ds =

nC0

1 + a
y2 +

C|x|γ

1− a
y1−a,
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where the inequality relies in (b) and (c) above. Moreover, by continuity, the
estimate holds for every x ∈ Λ.

Now, let us analyze a first decay property of yaṽy.

Proposition 1.21. There exists c > 0 and µ ∈ (0, 1) for which

inf
Γ

4−k
yaṽy(x, y) ≥ −cµk, (1.27)

where Γr := Br × [0, ηr] and η :=
√

1+a
2n

.

Proof. The result follows by induction. To obtain the case k = 0, we note

L−a(y
aṽy) = divx,y

(
y−a∇x,y(y

aṽy)
)

= divx,y
(
y−a∇x,y(y

auy)
)

= ∆x(uy) + ∂y(y
−a∂y(y

auy)) = ∂y
(
∆xu+ y−a∂y(y

auy)
)

= ∂y(y
−aLau(t, x, y)) = 0.

Then, since
lim
y→0+

yaṽy(x, y) = −(−∆)su(t, x) +Ru(t, 0)

is bounded, we obtain that yaṽy(x, y) remains bounded, for y > 0, by the
maximum principle. This is enough for the case k = 0.

Now, assume that (1.27) holds for some k ∈ N, where c and µ are to be
chosen later. Set

Ṽ (x, y) :=
42sk

cµk
ṽ
( x

4k
,
y

4k

)
.

The induction hypothesis (recall a = 1− 2s and vy = ṽy) reads

inf
Γ1

(yaṼy) = inf
Γ1

(yaV̄y) =
1

cµk
inf
Γ1

[
ya

4ka
ṽy

( x
4k
,
y

4k

)]
=

1

cµk
inf

Γ
4−k

yaṽy(x, y)

≥ −1.

(1.28)

So, in this renormalized notation, it is enough to show that

inf
Γ1/4

yaṼ (x, y) > −µ.

In order to do that, consider the auxiliary function

V̄ (x, y) :=
42sk

cµk
v̄
( x

4k
,
y

4k

)
. (1.29)
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where v̄(x, y) := v(x, y)−
(
ψ(0)+∇ψ(0) ·x

)
. Both v̄ and V̄ are La-harmonic

functions. Also, by using the C0-semiconvexity of v, we obtain

|Ṽ (x, y)− V̄ (x, y)| ≤ 42sk

cµk

∣∣∣ṽ ( x
4k
,
y

4k

)
− v̄

( x
4k
,
y

4k

)∣∣∣
≤ 42sk

cµk
∣∣ψ(0)− ψ(4−kx) +∇ψ(0) · (4−kx)

∣∣
≤ C042(s−1)k

2cµk
|x|2.

(1.30)

Moreover, Lemma 1.20(b) yields

∂y(y
aṼy) = ∂y(y

aV̄y) ≤
2nC0

c42(1−s)kµk
ya. (1.31)

Furthermore, both Ṽ and V̄ are semiconvex in the set Γ1 with constant
2C0

c42(1−s)kµk
.

Let us fix L � C0 yet to be chosen. As can be checked below, we can
assume this constant depends only n, a, and C0. Set

W̄ (x, y) := V̄ (x, y) +
‖Ru(t, ·)‖Cγ(B1)

c4γkµk(1− a)
y1−a − L

c42(1−s)kµk

(
|x|2 − n

1 + a
y2

)
.

We have the following properties:

(i) By a straightforward computation, W̄ is an La-harmonic function.

(ii) The semiconvexity of ψ implies that, for every x ∈ Λ \ {0},

W̄ (x, 0) =
42sk

K1µk

[
v
( x

4k
, 0
)
− ψ(0)−∇ψ(0) · x

4k
− L

∣∣∣ x
4k

∣∣∣2 ]

≤ 42sk

K1µk

[
v
( x

4k
, 0
)
− ψ

( x
4k

)
− (L− C0)

∣∣∣ x
4k

∣∣∣2 ] < 0.

(iii) By the continuity of v,

lim
(x,y)→(0,0)

W̄ (x, y) =
42sk

cµk

[
v(0, 0)− ψ(0)

]
= 0.
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(iv) By Lemma 1.20(c), we have, for |x| < B1/8 \ Λ,

lim
y→0+

yaW̄y(x, y) > 0.

Indeed, we have

yaW̄y = yaV̄y +
‖Ru(t, ·)‖Cγ(B1)

c4γkµk
+

2nL

c42(1−s)kµk(1 + a)
y1+a

=
1

cµk

[( y
4k

)a
ṽy

( x
4k
,
y

4k

)
+
‖Ru(t, ·)‖Cγ(B1)

4γk

+
2nL

42(1−s)k(1 + a)
y1+a

]
.

Let y → 0+ and recall that C1 is a Hölder constant for Ru(t, ·) to infer
that

lim
y→0+

yaW̄y ≥
1

c4γkµk
[
−C1|x|γ + ‖Ru(t, ·)‖Cγ(B1)

]
> 0.

In particular, (iv) implies that for a fixed x ∈ B1/8\Λ, W̄ (x, y) > W̄ (x, 0) for
all (x, y) ∈ (B1/8\Λ)×(0, δ), once δ > 0 is small enough so that W̄y(x, y) > 0
for all y ∈ [0, δ).

These properties and Hopf’s Lemma (see, for instance, [18, Theorem 3.5])
imply that the maximum of W̄ is non-negative and attained on ∂Γ1/8 \ {y =
0}. Hence, this maximum is achieved either at a point on the top ∂Γ1/8∩{y =
η/8} of the cylinder or at a point on the side ∂B1/8×(0, η/8). In what follows,
we analyze each case separately.

If the maximum is attained on ∂Γ1/8 ∩ {y = η/8}, there exists x0 ∈ B1/8

for which W̄ (x0, η/8) ≥ 0. Thus, we have

V̄ (x0, η/8) + A
‖Ru(t, ·)‖Cγ(B1)

c4γkµk
≥ −B L

c42(1−s)kµk
,

where A := η1−a

(1−a)81−a and B := nη2

64(a+1)
. Since η depends only of n and a, so

do the positive constants A and B. By the semiconvexity of V̄ , see (1.31),
we can write

V̄ (x, η/8) ≥ V̄ (x0, η/8) + 〈∇xV̄ (x0, η/8), x− x0〉 −
2C0

c42(1−s)kµk
|x− x0|2,
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so that, in the half-ball

HB1/2(x0, η/8) := {z ∈ B1/2(x0); 〈∇xV̄ (x0, η/8), z − x0〉 ≥ 0},

there holds

V̄ (x, η/8) + A
‖Ru(t, ·)‖Cγ(B1)

c4γkµk
≥ − BL+ C0

c42(1−s)kµk
≥ − 2BL

c42(1−s)kµk
. (1.32)

In the last inequality is used the fact that L is choosen much larger than C0.
Now, recall V̄y = Ṽy; hence, Lemma 1.20(c) gives

lim
y→0+

yaV̄y(x, y) ≤ C1

c4γkµk
|x|γ if Ṽ (x, 0) = 0 and

lim
y→0+

yaV̄y(x, y) ≥ − C1

c4γkµk
|x|γ if Ṽ (x, 0) > 0.

(1.33)

Integrate (1.31) with respect to y in the interval [0, y], with y < η/8 to obtain

lim
y→0+

yaV̄y(x, y) +
2nC0η

a+1

c42(1−s)kµk(a+ 1)8a+1
≥ ηaV̄y(x, y)

8a
.

Integrating the inequality above with respect to y in the interval [0, η/8]
combined with (1.32) and (1.33) yield, for all x ∈ HB1/2(x0, η/8),

lim
y→0+

yaV̄y(x, y) + A
‖Ru(t, ·)‖Cγ(B1)

c4γkµk
≥ −B′ L

c(42(1−s)µ)k

where A′ = ηa−1A
8a−1 and B′ = 2Bηa−1

8a−1 + 2nηa+1

(a+1)8a+1 + 1
4

are positives constants that
depend only on a and n. This is again possible because of the choice L� C0.

On the other hand, suppose the non-negative maximum of W̄ is attained
on a point (x0, y0) ∈ ∂B1/8 × (0, η/8). The definition of η implies 0 ≤ y2

0 ≤
1+a
2n82 = 1+a

2n
|x0|2. Thus, since W̄ (x0, y0) ≥ 0,

V̄ (x0, y0) +D′
‖Ru(t, ·)‖Cγ(B1)

c4γkµk
≥ L

27c42(1−s)kµk
,

where D′ = η2(1−a)

(1−a)82(1−a) . We can repeat the argument of the previous case to

obtain that

lim
y→0+

yaV̄y(x, y) +D′′
‖Ru(t, ·)‖Cγ(B1)

c4γkµk
≥ −B′′ L

c(42(1−s)µ)k
,
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for all x ∈ HB1/2(x0, y0), where D′′ = D′ + ηa−1

8a−1 , and B′′ = 2Bηa−1

8a−1 + 1
4
.

In any case, there exist C > 0, D > 0, ȳ ∈ [0, η/8], and x̄ ∈ B1/8 such
that, for all x ∈ HB1/2(x̄, ȳ),

lim
y→0+

yaV̄y(x, y) ≥ −D
‖Ru(t, ·)‖Cγ(B1)

c4γkµk
− C

c42(1−s)kµk
.

We observe the constants above depend only on n, a, and C0. The choices

max{4−γ, 4−2+2s} ≤ µ < 1 and c > 2
(
C +D‖Ru(t, ·)‖Cγ(B1)

)
then provides us with

lim
y→0+

yaV̄y(x, y) > −1

2
. (1.34)

As in case k = 1, we have that yaV̄y(x, y) solves L−a(y
aV̄y(x, y)) = 0 in

Rn × R+. From this, we now show that (1.34) and (1.28) imply that there
exists θ < 1 such that, for every x ∈ B1/4,(η

4

)a
V̄y(x, η/4) ≥ −θ. (1.35)

Indeed, by the maximum (actually, minimum) principle, we have

inf
x∈B5/8

lim
y→0+

yaV̄y(x, y) ≤ inf
(x,y)∈Γ5/8

yaV̄y(x, y) ≤
(η

4

)a
V̄y(x, η/4) (1.36)

for all x ∈ B1/4. Then, (1.28) and Harnack’s inequality yield

1 + sup
x∈B5/8

lim
y→0+

yaV̄y(x, y) ≤ C

(
inf

x∈B5/8

lim
y→0+

yaV̄y(x, y) + 1

)
,

for some constant C > 0 depending only on s and n. Since HB1/2(x̄, ȳ) ⊂
B5/8, by (1.34), we have

inf
x∈B5/8

lim
y→0+

yaV̄y(x, y) ≥ 1

C
sup

x∈HB1/2(x̄,ȳ)

lim
y→0+

yaV̄y(x, y)−1+
1

C
≥ 1

2C
−1 =: −θ.

By the above and (1.36), we conclude (1.35).
Next, integrate (1.31) with respect to y in the interval [y, η/4] to obtain(η
4

)a
V̄y(x, η/4)− yaV̄y(x, y) ≤ 2nC0

c42(1−s)kµk(a+ 1)

[
(η/4)a+1 − ya+1

]
≤ Ĉ

c
,
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where Ĉ = 2nC0ηa+1

(a+1)4a+1 is a positive constant that depends only on n, a, and
C0. We thus have

yaV̄y(x, y) ≥ −θ − Ĉ

c
.

First enlarge, if necessary, c so that θ + Ĉ/K1 < 1; then, enlarge µ (if
necessary) so that θ + Ĉ/K1 < µ < 1. Therefore,

yaṼy(x, y) = yaV̄y(x, y) > −µ,

for every x ∈ B1/4 and every y ∈ [0, η/4], which is what we wanted.

Once Proposition 1.21 is established, we show in a standard manner (see,
for instance, [7, Lemma 4.4]) how a bound from below of the form infΓr y

aṽy ≥
−Crα provides control of the l∞-norm of ṽ in a smaller cylinder.

Lemma 1.22. For C > 0, α ∈ (0, 1), and r ∈ (0, 1] such that infΓr y
aṽy ≥

−Crα, there exists M > 0 for which

sup
Γr/8

|ṽ| ≤Mrα+2s.

Moreover, the constant M is independent of r and depends only on C, α, a,
and C0.

Proof. We consider only the case where r > 0 is small, for ṽ is globally
bounded. By Lemma 1.20(a) and by our assumption, we have, for every
(x, y) ∈ Γr,

ṽ(x, y) ≥ ṽ(x, 0)− Crα
∫ y

0

τ−a dτ ≥ − Cη
1−a

1− a
rα+2s.

This provides a lower bound on ṽ.
Let us assume, by contradiction, that the upper bound does not hold, that

is, for any M > 0, there exists (x0, y0) ∈ Γr/8 such that ṽ(x0, y0) ≥ Mrα+2s.
Our assumption, by integration, yields

ṽ(x0, ηr/2) ≥ ṽ(x0, y0)− Cη2s

(1− a)22s
rα+2s +

Cy2s
0

1− a
rα

≥
(
M − Cη2s

(1− a)22s

)
rα+2s.
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In particular, for sufficiently large M > 0, namely M ≥ 4Cη2s

3(1−a)22s , we can
write

ṽ(x0, ηr/2) ≥ M

4
rα+2s.

Next, denote v̄ as in (1.29) and observe that the semiconvexity of ψ implies
|v̄ − ṽ| ≤ C0r

2 in Γr. Then, the lower bound above gives

v̄(x, y) +
Crα+2s

1− a
+ C0r

2 ≥ 0 for every (x, y) ∈ Γr.

Now, Bηr/2(x0, ηr/2) ⊂ Γr and (0, ηr/2) ∈ Bηr/4(x0, ηr/2), so that Harnack
inequality, applied in Bηr/2(x0, ηr/2), gives

M

4
rα+2s ≤ sup

Bηr/4

[
v̄ +

Crα+2s

1− a
+ C0r

2

]
≤ c

(
v̄(0, ηr/2) +

Crα+2s

1− a
+ C0r

2

)
.

Hence, there exists c0 > 0 such that

ṽ(0, ηr/2) + C0r
2 ≥ v̄(0, ηr/2) ≥ c0Mrα+2s − Crα+2s

1− a
− C0r

2.

Recall 0 ∈ Λ; then, by Lemma 1.20(d),

0 = ṽ(0, 0) ≥ ṽ(0, ηr/2)− nC0η
2

4(1 + a)
r2

≥ c0Mrα+2s − Crα+2s

1− a
− nC0η

2

4(1 + a)
r2 − 2C0r

2.

In particular, we have a bound for M :

M ≤ 1

c0rα+2s

(
Crα+2s

1− a
+

nC0η
2

4(1 + a)
r2 + 2C0r

2

)
.

This is in contradiction to our assumption because the constant M > 0 is
should be arbitrary.

We are now in a position to prove a first regularity estimate at a free
boundary point.
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Theorem 1.23. Let u be a solution of (1.1), and ψ, b, r, and I as in (i),
(ii), (iii), and (iv), respectively. Then, there exist C̄ > 0 and α ∈ (0, γ) such
that, for every r ∈ (0, 1) and every x0 ∈ ∂{u(t, ·) = ψ},

sup
Br(x0)

|u(t, ·)− ψ| ≤ C̄ rα+2s and (1.37)

sup
Br(x0)

∣∣∣ [(−∆)su(t, ·)−Ru(t, ·)
]
χ{u(t,·)=ψ}

∣∣∣ ≤ C̄ rα. (1.38)

Proof. The estimate in (1.37) is a direct consequence of Lemma 1.22. In
order to prove (1.38), we assume, as before, x0 = 0. Recall that, by the
definition of ṽ,

(−∆)su(t, x′)−Ru(t, 0) = − lim
y→0+

yaṽy(x
′, y) = − lim

y→0+
yavy(x

′, y)

and so

(−∆)su(t, x′)−Ru(t, x′) = − lim
y→0+

yavy(x
′, y) +Ru(t, 0)−Ru(t, x′).

By (1.21) and (1.20) we have that

sup
Br

∣∣∣ [(−∆)su(t, ·)−Ru(t, ·)
]
χ{u(t,·)=ψ}

∣∣∣ ≤ − inf
Br

lim
y→0+

yavy(·, y) + C1r
γ.

Now, if 1/4 < r < 1, then by Proposition 1.21 for k = 0 we have that

− inf
Br

lim
y→0+

yavy(x
′, y) ≤ c ≤ 4cr;

on the other hand, if r ≤ 1/4, by taking β such that β ≤ log4 µ
−1 combined

with Proposition 1.21, we obtain

− inf
Br

lim
y→0+

yavy(x
′, y) ≤ − inf

B1/4

lim
y→0+

yavy(x
′, y) ≤ cµ ≤ cµk ≤ c4−kβ.

Hence, choosing k large enough so that 4−k < r gives (1.38) for

α = min{β, γ}.
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Corollary 1.24. In the same setting of Theorem 1.23, there exist C̄ ′ > 0
and α ∈ (0, γ) such that∥∥∥ [(−∆)su(t, ·)−Ru(t, ·)

]
χ{u(t,·)=ψ}

∥∥∥
Cα(Rn)

≤ C̄ ′,

that is, [
(−∆)su(t, ·)−Ru(t, ·)

]
χ{u(t,·)=ψ} ∈ Cα(Rn) ∩ L∞(Rn).

Proof. Let α obtained in Theorem 1.23. Over the set Λ = {u(t, ·) = ψ},
recall that the function (−∆)su(t, ·) − Ru(t, ·) is bounded, by (1.21). It is
then enough to show that, for |x1 − x2| ≤ 1/4 with x1, x2 ∈ Λ,∣∣∣(−∆)su(t, x1)− (−∆)su(t, x2)−Ru(t, x1) +Ru(t, x2)

∣∣∣ ≤ C|x1 − x2|α.

Given x ∈ Λ, let d(x, ∂Λ) denote the distance from x to ∂Λ. We then analyze
two possible situations.

� Suppose first that

|x1 − x2| ≤
1

4
max

{
d(x1, ∂Λ), d(x2, ∂Λ)

}
.

By Theorem 1.23, we have, for any r ∈ (0, 1),

sup
Br(xi)

|u(t, ·)− ψ| ≤ C̄rα+2s.

In particular, u(t, ·) = ψ in the set S := B4|x1−x2|(x1) ∩ B4|x1−x2|(x2).
Also, we trivially have

|u(t, ·)− ψ| ≤M := ‖u(t, ·)− ψ‖L∞(Rn)

outside the set B1(x1) ⊃ B1/2(x2), and then

|(−∆)sf(x1)− (−∆)sf(x2)−Rf(x1) +Rf(x2)| ≤ C1|x1 − x2|γ

+

∫
Rn\S
|f(x′)|

∣∣∣∣ 1

|x′ − x1|n+2s
− 1

|x′ − x2|n+2s

∣∣∣∣ dx′

≤ C1|x1 − x2|γ + C

[
C̄

∫ 1

|x1−x2|
τα
′−2 dτ +M

]
|x1 − x2| ≤ C|x1 − x2|α,

where f := u(t, ·)−ψ. Because ‖(−∆)sψ‖C1−s
x (Rn) is bounded, this gives

the result.
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� If, on the other hand,

|x1 − x2| ≥
1

4
max

{
d(x1, ∂Λ), d(x2, ∂Λ)

}
,

we take x̄1, x̄2 ∈ ∂Λ for which |x1 − x̄1| = d(x1, ∂Λ) and |x2 − x̄2| =
d(x2, ∂Λ). Therefore, by Theorem 1.23, we have

|(−∆)sf(x1)− (−∆)sf(x2)−Rf(x1) +Rf(x2)| ≤ C1|x1 − x2|γ

+ sup
B4|x1−x2|(x̄1)

|(−∆)sf |+ sup
B4|x1−x2|(x̄2)

|(−∆)sf | ≤ C̄ ′|x1 − x2|α.

1.3 Monotonicity formula and optimal regu-

larity in space

We recall a regularity property provided by the fractional heat operator (see,
for instance, [7, Appendix A]); namely, that if v satisfies

∂tv + (−∆)sv = f

with f ∈ L∞((0, T ];Cβ(Rn)) and β ∈ (0, 1), then

‖∂tv‖L∞((0,T ];Cβ−0+ (Rn)) + ‖(−∆)sv‖L∞((0,T ];Cβ−0+ (Rn))

≤ C
(
1 + ‖f‖L∞((0,T ];Cβ(Rn))

)
.

(1.39)

Incidentally, we have shown in Corollary 1.24 and (1.20) that

∂tu+ (−∆)su =
[
(−∆)su−Ru

]
χ{u=ψ} +Ru ∈ L∞

(
(0, T ];Cα(Rn)

)
so that (1.39) holds for our solution u. Hence, (−∆)su ∈ Cα−0+

, and since u
is bounded Lemma 1.7, by [30, Proposition 2.1.8], we have

u ∈ L∞
(
(0, T ];C2s+α−0+

(Rn)
)
.

Moreover, the lower term has the regularity

Ru ∈ L∞
(
(0, T ];Cα+γ(Rn)

)
. (1.40)
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Next, we consider 0 ∈ ∂{u(t, ·) = ψ}. Moreover, let w : Rn ×R+ → R be
the function which solves, with fixed t > 0,{

L−aw = 0 in Rn × R+,

w(x, 0) =
[
(−∆)su(t, x)−Ru(t, 0)

]
χ{u(t,·)=ψ}(x) for x ∈ Rn.

(1.41)

Hence, by the boundedness obtained in Lemma 1.19, the maximum principle
for w, and the regularity Cα(Rn) of w(x, 0) (given by Corollary 1.24), we
have

sup
|x|2+y2≤r2

w(x, y) ≤ Crα,

for a uniform constant C > 0. The goal is to obtain the estimative above
with 1 − s replacing α. Hence, without loss of generality, from now on we
assume that α < 1− s.

We begin with the following lemma, which is the analogous of [7, Lemma
4.5].

Lemma 1.25. Let C̄ > 0 and α be as in Theorem 1.23 and set

δ = δ(α, s) =
1

4

(
α

α + 2s
− α

2

)
.

Then, there exists r0 > 0, depending on α, s, C̄, and C0, such that co(Ω∩Br)
does not contain the origin for any r ∈ (0, r0), where

Ω := {x ∈ Rn; w(x, 0) ≥ rα+δ}

and coA stands for the convex hull of the set A.

Proof. Let x ∈ Ω and assume, by contradiction, that 0 ∈ co(Ω ∩ Br). By
the definition of w, we must have u(t, x) = ψ(x), or equivalently, ṽ(x, 0) = 0.
Note that, for x ∈ Ω,

lim
y→0+

yaṽy(x, y) = −(−∆)su(t, x) +Ru(t, 0) = −w(x, 0) ≤ −rα+δ.
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Moreover, by Lemma 1.20(b),

ṽ(x, y) =

∫ y

0

ṽy(x, τ) dτ =

∫ y

0

1

τa

(
lim
ρ→0+

ρaṽy(x, ρ) +

∫ τ

0

ρaṽy(x, ρ) dρ

)
dτ

≤ −r
α+δy2s

2s
+

∫ y

0

2nC0

τa

∫ τ

0

ρa dρ dτ

= −r
α+δy2s

2s
+

2nC0

1 + a

∫ y

0

τ dτ

= −r
α+δy2s

2s
+
nC0y

2

1 + a
.

Now, by Theorem 1.23, we know ṽ(0, y) ≥ −C̄yα+2s. Also, by the semicon-
vexity of ṽ, given by Lemma 1.20(b), we have

ṽ(0, y) +∇xṽ(0, y) · x ≤ ṽ(x, y) + C0r
2.

Thus, since 0 ∈ co(Ω ∩Br),

sup
x∈co(Ω∩Br)

∇xṽ(0, y) · x ≥ −|∇xṽ(0, y)| inf
co(Ω∩Br)

|x| = 0

and we have
ṽ(0, y) ≤ sup

x∈co(Ω∩Br)
ṽ(x, y) + C0r

2.

Putting all these together, we have, for any r, y ∈ (0, 1),

C̄yα+2s +
nC0

1 + a
y2 + C0r

2 ≥ rα+δy2s

2s
. (1.42)

In order to get a contradiction, we relate y and r by the formula yα = rα+2δ,
so that (1.42) implies

C̄rδ +
nC0

1 + a
r4δα−1+δ+γ + C0r

δ+γ ≥ 1

2s
,

where γ := 2− α−1(α + 2s)(α + 2δ) which is positive by the definition of δ.
Now, the left hand side goes to zero as r → 0 and we have a contradiction
for small values of r.

We remark that δ < γ, since 2s > 1 and α < γ. The next two technical
lemmas are key ingredients to prove the monotonicity formula Lemma 1.28.
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Lemma 1.26. There exists C > 0 such that, for every r ≥ 0,

lim sup
y→0+

∫
Br

y−a ∂y
(
w(x, y)2

)
(|x|2 + y2)(n−1−a)/2

dx ≥ −Crα+1+a.

Moreover,

lim
y→0+

∫
Br

∂y

((
|x|2 + y2

)−(n−1−a)/2
)
y−aw(x, y)2 dx = 0.

Proof. To show the first estimate, we begin by noticing the following prop-
erties:

(i) From Lemma 1.19, we have w(x, 0) = 0 for x ∈ Rn \Λ and w(x, 0) ≥ 0
for x ∈ Λ. Hence, by the maximum principle w(x, y) ≥ 0, that is,
w(x, y) ≥ w(x, 0) for all x ∈ Rn \ Λ and y > 0.

(ii) From Lemma 1.20, we have

yavy(x, y) ≤ lim
τ→0+

τavy(x, τ) +
nC0

1 + a
y1+a,

with the limit well-defined since −(−∆)su(t, x) + Ru(t, 0) is Hölder
continuous on Λ and smooth outside (by Lemma 1.19).

(iii) The function yavy is a solution ofL−a(y
avy) = 0;

lim
y→0+

yavy(x, y) = −(−∆)su(t, x) +Ru(t, 0).

Moreover, from Lemma 1.19, we have that w(x, 0) ≥ (−∆)su(t, x) −
Ru(t, 0) and then, by the maximum principle, w(x, y) ≥ −yavy(x, y)
on Rn × R+. Since

w(x, 0) = − lim
y→0+

yavy(x, y) in Λ,

the previous item implies that, for all x ∈ Λ and y > 0,

w(x, y) ≥ w(x, 0)− nC0

1 + a
y1+a. (1.43)
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From (i) and (iii), we have that (1.43) actually holds for all x ∈ Rn and
y > 0. Furthermore, since w is non-negative and Cα

x , we conclude

w(x, y)2 − w(x, 0)2 ≥ − nC0

1 + a
y1+a[w(x, y) + w(x, 0)] ≥ −Ky1+a(r + y)α,

for all x ∈ Br, y > 0, and a uniform constant K > 0.

We now use the change of variable τ(y) :=
(

y
1+a

)1+a
and define w̃(x, τ) :=

w(x, y). Then, the above inequality can be rewritten as

w̃(x, y)2 − w̃(x, 0)2 ≥ −K ′τ(r + τ 1/(1+a))α, (1.44)

for all x ∈ Br, y > 0, and a uniform constant K ′ > 0. Using that

y−a∂y
(
w(x, y)2

)
= ∂τ

(
w̃(x, τ)2

)
,

we have that

lim sup
y→0+

∫
Br

y−a∂y
(
w(x, y)2

)
(|x|2 + y2)(n−1−a)/2

dx

= lim sup
s→0+

∫
Br

∂τ
(
w̃(x, τ)2

)
(|x|2 + (1 + a)2τ 2/(1+a))(n−1−a)/2

dx.

To estimate the right hand side above, we consider the average with respect
to τ ∈ [0, ε] and we use Fubini’s Theorem to obtain

Iε :=
1

ε

∫ ε

0

∫
Br

∂τ
(
w̃(x, τ)2

)
(|x|2 + (1 + a)2τ 2/(1+a))(n−1−a)/2

dx dτ

=
1

ε

∫
Br

(
w̃(x, ε)2

(|x|2 + (1 + a)2ε2/(1+a))(n−1−a)/2
− w̃(x, 0)2

|x|n−1−a

)
dx

− 1

ε

∫ ε

0

∫
Br

w̃(x, τ)2 d

dτ

(
|x|2 + (1 + a)2τ 2/(1+a)

)−(n−1−a)/2
dx dτ.

Observe that

d

dτ

(
|x|2 + (1 + a)2τ 2/(1+a)

)−(n−1−a)/2 ≤ 0.
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Hence, by (1.44) and the fact that w(·, 0) = w̃(·, 0) ∈ Cα
x , we have

Iε ≥
1

ε

∫
Br

(
w̃(x, 0)2 −K ′ε(r + ε1/(1+a))α

(|x|2 + (1 + a)2ε2/(1+a))(n−1−a)/2
− w̃(x, 0)2

|x|n−1−a

)
dx

≥
∫
Br

−K ′(r + ε1/(1+a))α

|x|n−1−a dx

+
C

ε

∫
Br

[
|x|2α

(|x|2 + (1 + a)2ε2/(1+a))(n−1−a)/2
− |x|2α

|x|n−1−a

]
dx

=: I1ε + I2ε.

We have

lim
ε→0

I1ε = −K
′nωn
a+ 1

rα+1+a = −K ′Cn,arα+1+a.

For the second term I2ε, we split the integral over Bεβ and over Br \ Bεβ ,
denoting these by I1

2ε and I2
2ε, respectively, and the exponent β > 0 is yet to

be chosen. On the one hand, to estimate I1
2ε, we choose β ∈

(
1

2α+a+1
, 1
a+1

)
,

and we have that

lim
ε→0

I1
2ε ≥ − lim

ε→0

C

ε

∫
B
εβ

|x|2α

|x|n−1−a dx = − Cnωn
2α + a+ 1

lim
ε→0

εβ(2α+a+1)−1 = 0.

On the other hand, for all |x| ≥ εβ, we have ε2/(1+a) ≤ |x|2, so that(
|x|2 + (1 + a)2ε2/(1+a)

)(n−1−a)/2 ≤ C
(
|x|n−1−a + Cε2/(1+a)|x|n−3−a)

and the term I2
2ε can be estimated as

I2
2ε ≥

C

ε

∫ r

εβ

[
ρn−1+2α

ρn−1−a + Cε2/(1+a)ρn−3−a −
ρn−1+2α

ρn−1−a

]
dρ

= −C
ε

∫ r

εβ
ρ2α+a ε2/(1+a)

ρ2 + Cε2/(1+a)
dρ

≥ −Cε
2/(1+a)

ε

∫ r

εβ
ρ2α+a−2 dρ

≥ −Crε2/(1+a)−1
[
1 + εβ(2α+a−1)

]
.

Recall that 2 > 1+a, and so we only need to consider the case 2α+a−1 < 0,
since otherwise we clearly have limε→0 I

2
2ε ≥ 0. Moreover, since β < 1/(1+a),

we have
2

1 + a
− 1 + β(2α + a− 1) ≥ 2α

1 + a
> 0,
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which also gives limε→0 I
2
2ε ≥ 0, so that limε→0 I2ε ≥ 0. Hence, we conclude

that
lim inf
ε→0

Iε ≥ −K ′Cn,arα+1+a.

From this, we deduce

lim sup
ε→0

∫
Br

∂τ
(
w̃(x, ε)2

)
(|x|2 + (1 + a)2ε2/(1+a))(n−1−a)/2

dx ≥ lim inf
ε→0

Iε

≥ −K ′Cn,arα+1+a,

which is what we wanted.
To show the second claim of the lemma, we observe that, by the Cα

x -
regularity of w, we have∣∣∣∣∣

∫
Br

∂y

((
|x|2 + y2

)−(n−1−a)/2
)
y−aw(x, y)2 dx

∣∣∣∣∣
≤
∫
Br

y1−a

(|x|2 + y2)(n+1−a)/2−α dx

≤ Cy1−a
∫ r

0

ρn−1

(ρ2 + y2)(n+1−a)/2−α dρ

≤ Cy1−a
∫ r

0

ρn−1

(ρ+ y)n+1−a−2α
dρ

≤ Cr
y1−a

y1−a−2α
= Cry

2α,

which gives

lim
y→0+

∫
Br

∂y

((
|x|2 + y2

)−(n−1−a)/2
)
y−aw(x, y)2 dx = 0.

The next lemma is the result [7, Lemma 4.7] on the first eigenvalue of a
weighted Laplacian on the half-sphere. The result applies to our modified
function w as proved below.

Let us denote by Sn ⊂ Rn+1 the n-dimensional sphere, and set

Sn+ := Sn ∩ {xn+1 ≥ 0}.

Let us also denote

H 1/2
0 :=

{
h ∈ H1/2

(
∂(Sn+)

)
; h = 0 on ∂(Sn+) ∩ {xn+1 = 0} ∩ {xn ≥ 0}

}
.
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In other words, h ∈H 1/2
0 when it is Sobolev in the boundary ∂Sn+ ' Sn−1 of

the upper sphere, and it vanishes on the upper part of the (n−1)-dimensional
sphere ∂(Sn+) ∩ {xn+1 = 0}.

Lemma 1.27. [7, Lemma 4.7] We have

inf
h∈H

1/2
0

∫
Sn+
|∇θh|2y−a dσ∫
Sn+
h2y−a dσ

= (1− s)(n− 1 + s),

where ∇θ is the derivative with respect to the angular variables.

Proof. For convenience of the reader, we reproduce the proof by Caffarelli
and Figalli. Let

H̄(x, y) := (
√
x2
n + y2 − xn)1−s

and denote by h̄(θ) its restriction to Sn+, which gives H̄ = r1−sh̄(θ). As
shown in [8, Proposition 5.4], h̄ is the first eingenfunction related to the
minimization problem above. If λ1 is the correspoding eigenvalue, our goal
is to show that λ1 = −(1− s)(n− 1 + s).

First, we claim that H̄ satisfies L−aH̄ = 0 for y > 0. Indeed, the function

G(xn, y) := (
√
x2
n + y2 − xn)1/2

is harmonic in y > 0 as the imaginary part of z 7−→ z1/2. Since H̄ = G1+a,
direct computation yields

L−aH̄ = L−aG
1+a =(1 + a)y−aGa∆x,yG

+ (1 + a)ay−aGa−1

(
|∇x,yG|2 −

GGy

y

)
= 0.

Next, since h̄ is an eigenfunction, we have divθ(y
−a∇θh̄) = λ1h̄. In particular,

∆θh̄(0, 1) = λ1h̄(0, 1).

Moreover, by spherical coordinates,

0 = L−aH̄ = ∆rH̄ +
n

r
H̄r +

1

r2
∆θH̄ −

a

y
H̄y,
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and we obtain

0 = ∆rH̄(0, 1) + nH̄r(0, 1) + ∆θH̄(0, 1)− aH̄y(0, 1)

= −(1− s)sh̄(0, 1) + (1− s)(n− a)h̄(0, 1) + ∆θh̄(0, 1).

Therefore,

λ1h̄(0, 1) = ∆θh̄(0, 1) = −(1− s)(n− 1 + s)h̄(0, 1).

We now prove the monotonicity formula: the result and its proof are
found in [7, Lemma 4.8]. For the convenience of the reader, we reproduce
the proof.

Lemma 1.28 (Monotonicity Formula). Let w be given by (1.41) and denote

B+
r := {z = (x, y) ∈ Rn × R+; |z| < r}.

For r ∈ (0, 1], define

ϕ(r) :=
1

r2(1−s)

∫
B+
r

|∇zw(z)|2y−a

|z|n−1−a dz.

Then, there exists C > 0 such that, for all r ∈ (0, 1],

ϕ(r) ≤ C
(
1 + r2α+δ−a−1

)
.

Proof. Set

ϕε(r) :=
1

r2(1−s)

∫
B+
r ∩{y>ε}

|∇zw(z)|2y−a

|z|n−1−a dz.

By the Monotone Convergence Theorem, we can bound ϕ by lim infε→0 ϕε.
Moreover, we note that ϕ(r) is bounded by ϕ(1). Hence, we only need to
bound lim infε→0 ϕε(1). Let χ : Rn → [0, 1] be a smooth compactly supported
function with χ ≡ 1 in B1 ⊂ Rn. Thus,

ϕε(r) ≤
∫ 1

ε

∫
Rn

|∇zw(z)|2y−a

|z|n−1−a χ(x) dx dy.

The definition of w in (1.41) gives L−aw = 0 and so we have L−a(w
2) =

2|∇zw|2y−a. Then, integration by parts gives

ϕε(r) ≤ −
∫ 1

ε

∫
Rn
∇z(w

2) · ∇z

(
1

2|z|n−1−a

)
y−aχ(x) dx dy

−
∫ 1

ε

∫
Rn
∇x(w

2) · ∇xχ(x)
y−a

2|z|n−1−a dx dy

+

∫
Rn
∂y(w

2)
y−a

2|z|n−1−a dx

∣∣∣∣y=1

y=ε

.
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Using that L−a|z|−n+1+a = Cδ(0,0), we can integrate by parts once more to
obtain

ϕε(r) ≤
∫ 1

ε

∫
Rn
w2∆xχ(x)

y−a

2|z|n−1−a dx dy

+

∫ 1

ε

∫
Rn
w2∇xχ(x) · ∇x

(
1

|z|n−1−a

)
y−a dx dy

−
∫
Rn
w2∂y

(
1

2|z|n−1−a

)
y−aχ(x) dx

∣∣∣∣y=1

y=ε

+

∫
Rn
∂y(w

2)
y−aχ(x)

2|z|n−1−a dx

∣∣∣∣y=1

y=ε

,

since (0, 0) /∈ [ε, 1]× Rn. Recall that χ ≡ 1 in B1, that w is of class Cα
x , and

that suppχ ⊆ BR for some R > 0, so that∫ 1

ε

∫
Rn

(
w2∆xχ(x)

y−a

2|z|n−1−a + w2∇xχ(x) · ∇x

(
1

|z|n−1−a

)
y−a
)

dx dy

≤ C

∫ 1

ε

y−a
∫ R

1

(
|r2 + y2|α+a/2 + |r2 + y2|α+(1+a)/2

)
dr dy < +∞.

Moreover, since w is smooth for y > 0, we obtain

−
∫
Rn
w2∂y

(
1

2|z|n−1−a

)
y−aχ(x) dx

∣∣∣∣
y=1

+

∫
Rn
∂y(w

2)
y−aχ(x)

2|z|n−1−a dx

∣∣∣∣
y=1

< +∞.

Using Lemma 1.26, we conclude that

ϕ(r) ≤ lim inf
ε→0

ϕε(1) ≤ C.

Hence, we have that ϕε(r) −→ ϕ(r) locally uniformly in (0, 1]. This shows,
in particular, that ϕ(r) is well-defined. Now, take ε < r and use again that
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L−a|z|−n+1+a = Cδ(0,0) to obtain

ϕ′ε(r) = −1− s
r3−2s

∫
B+
r ∩{y>ε}

L−a(w
2)

|z|n−1−a dz +
1

rn

∫
∂B+

r ∩{y>ε}
|∇zw(z)|2y−a dσ

= − 2(1− s)
r1+2(1−s)

∫
∂(B+

r ∩{y>ε})
w∇zw · ν

y−a

|z|n−1−a dσ

+
1− s

r1+2(1−s)

∫
B+
r ∩{y>ε}

∇z(w
2) · ∇z

(
1

|z|n−1−a

)
y−a dz

+
1

rn

∫
∂B+

r ∩{y>ε}
|∇zw(z)|2y−a dσ =: Aε +Bε + Cε.

We estimate each of these three terms. By Lemma 1.26 and the Cauchy-
Schwarz’s inequality,

lim
ε→0+

Aε = −1− s
rn+1

lim
ε→0+

∫
∂B+

r ∩{y>ε}
(w2)ry

−a dσ

+
1− s

r1+2(1−s) lim
ε→0+

∫
B+
r ∩{y=ε}

(w2)y
y−a

|z|n−1−a dσ

≥ −(1− s)2

rn+2

∫
∂Br,+

w2y−a dσ − 1

rn

∫
∂Br,+

(wr)
2y−a dσ − Crα−1

≥ −(1− s)2

rn+2

∫
∂Br,+

w2y−a dσ − 1

rn

∫
∂Br,+

|∇zw(z)|2y−a dσ

+
1

rn+2

∫
∂Br,+

|∇θw|2y−a dσ − Crα−1.

Also,

lim
ε→0+

Bε = −(1− s)(n− 1− a)

rn+2
lim
ε→0+

∫
∂B+

r ∩{y>ε}
w2y−a dσ

− 1− s
r1+2(1−s) lim

ε→0+

∫
B+
r ∩{y=ε}

w2∂y

(
1

|z|n−1−a

)
y−a dσ

= −(1− s)(n− 1− a)

rn+2

∫
∂Br,+

w2y−a dσ.

Hence, using that ϕε converges uniformly as ε → 0+, we have that the dis-
tributional derivative Drϕ satisfies

Drϕ ≥
1

rn+2

∫
∂Br,+

|∇θw|2y−a dσ − Crα−1 +
λ1

rn+2

∫
∂Br,+

w2y−a dσ,
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where λ1 as in (the proof of) Lemma 1.27. Consider W̄ := (w − rα+δ)−. By
Lemma 1.25, W̄ is admissible for the eigenvalue problem in Lemma 1.27. We
compute

|∇θW̄ |2 ≤ |∇θw|2 and (w − W̄ )2 + 2W̄ (w − W̄ ) + W̄ 2 = w2,

to conclude that

Drϕ ≥
λ1

rn+2

∫
∂Br,+

[
(w − W̄ )2 + 2W̄ (w − W̄ )

]
y−a dσ − Crα−1

≥ −Cr2α+δ−a−2 − Crα−1,

since |W̄ | ≤ |w| ≤ Crα and |w − W̄ | ≤ rα+δ. Therefore, integration in the
interval [r, 1] yields

ϕ(r) ≤ ϕ(1) + Cr2α+δ−a−1 + C ≤ C(1 + r2α+δ−a−1)

for all r ∈ (0, 1], since 1 + a > 0 and ϕ(1) is universally bounded.

Now, we we are able to obtain the optimal modulus of continuity of w.
In particular, we obtain an improved regularity and the optimal regularity
of the lower order and free boundary term, respectively.

Proposition 1.29. Let u be the solution of (1.1). Then

[(−∆)su−Ru]χ{u=ψ} ∈ L∞((0, T ];C1−s(Rn)), Ru ∈ L∞((0, T ];C1−s+γ(Rn)).

Proof. Let ηε be a mollifier, define wε := ηε∗w, and observe L−awε = (L−aw)∗
ηε = 0. Moreover,

wε(x, y)− wε(x, 0) ≥ − nC0

1 + a
y1+a.

Set W̄ε := (wε − rα+δ)+, which satisfies L−aW̄ε ≤ 0 in the set {y > 0} and

W̄ε(x, y)− W̄ε(x, 0) ≥ − nC0

1 + a
y1+a.

We now consider, for (x, y) ∈ Rn × R,

w̃ε(x, y) := W̄ε(x, |y|) +

(
1 +

nC0

1 + a

)
|y|1+a.
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Note that L−aw̃ε ≤ 0 in the set {y 6= 0}, and

w̃ε(x, y)− w̃ε(x, 0) ≥ |y|1+a.

Since w̃ε is smooth in x, we conclude w̃ε is a subsolution for L−a in the whole
Rn × R. Then, let ε→ 0 so that

w̃(x, y) := (w(x, |y|)− rα+δ)+ +

(
1 +

nC0

1 + a

)
|y|1+a

is a subsolution globally. By Lemma 1.25, the convex hull of the set where
w̃(·, 0) ≥ 0 does not contain the origin and it is thus contained in “some half”
of Br. In particular, w̃(·, 0) ≡ 0 in a set which is bigger than the other half
of Br. So, by a weighted Poincaré inequality (see [17, Theorem 1.5]) and the
definition of ϕ (see Lemma 1.28), we obtain, for all r ∈ (0, 1],∫

B+
r

w̃(z)2y−a dz ≤ Cr2

∫
B+
r

|∇zw̃(z)|2y−a dz

≤ Cr2

[∫
B+
r

|∇zw(z)|2y−a dz + rn+1+a

]
≤ Crn+2

(
ϕ(r) + r1+a

)
≤ Crn+2

(
1 + ϕ(r)

)
,

since |∇zw̃|2 ≤ |∇zw|2 + C|y|2a. Then, since w̃ is L−a-subharmonic and
Lemma 1.28, we get

sup
B+
r/2

w̃2 ≤ C

rn+1−a

∫
B+
r

w̃(z)2y−a dz ≤ C
(
r1+a + r2α+δ

)
.

Hence, for all r ∈ (0, 1],

sup
Br

w ≤ C
(

sup
B+
r/2

w̃ + rα+δ + r1+a
)
≤ C

(
r1−s + rα+δ/2

)
. (1.45)

We conclude by the same argument as Corollary 1.24 that

‖w‖Cβαx (Rn) ≤ C, where βα := min{1− s, α + δ/2}.

As remarked previously, δ < γ, thus βα < γ. Hence, by (1.40), we have[
(−∆)su(t, ·)−Ru(t, ·)

]
χ{u(t,·)=ψ} ∈ Cβα(Rn).
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Therefore, we have

∂tu+ (−∆)su =
[
(−∆)su−Ru

]
χ{u=ψ} +Ru ∈ L∞((0, T ];Cβα(Rn)).

Hence, by (1.39), (−∆)su(t, ·) ∈ Cβα−0+
(Rn), and by [30, Proposition 2.1.8],

we have u(t, ·) ∈ Cβα+2s−0+
(Rn), thus

Ru ∈ L∞((0, T ];Cβα+γ(Rn)). (1.46)

By the definition of δ (see Lemma 1.25), given α0 > 0, there exists δ0 > 0
such that δ ≥ δ0 > 0 for all α′ ∈ [α0, 1 − s]. If βα = 1 − s, the proposition
follows. Otherwise, we apply the monotonicity formula (as in (1.45)) k times
and the argument above to obtain

sup
Br

w ≤ C
(
r1−s + rα+k δ0/2

)
, Ru ∈ L∞((0, T ];Cmin{1−s,α+k δ0/2}+γ(Rn)).

Choosing k large enough and using the same argument as Corollary 1.24, the
proposition follows.

1.4 Almost optimal regularity in time

We note that Proposition 1.29 implies that

∂tu+ (−∆)su =
[
(−∆)su−Ru

]
χ{u=ψ} +Ru ∈ L∞((0, T ];C1−s(Rn)),

which gives (see (1.39))

∂tu and (−∆)su ∈ L∞((0, T ];C1−s−0+

(Rn)). (1.47)

From this, we are able to show the first step of the iteration procedure that
eventually grants us the optimal regularity of the solution. We remark that
by (1.20) and Proposition 1.29, we have

Ru ∈ L∞((0, T ];C1−s+γ(Rn)).

Lemma 1.30. We have
[
(−∆)su−Ru

]
χ{u=ψ} ∈ C

1−s
1+s
−0+,1−s

t,x ((0, T ]× Rn).
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Proof. We need to estimate[
(−∆)su−Ru

]
(t, x)χ{u(t,·)=ψ} −

[
(−∆)su−Ru

]
(s, x)χ{u(s,·)=ψ}.

We notice that we only need to consider x ∈ {u(τ, ·) = ψ} for some τ
(otherwise the expression vanishes). Let 0 < s < t ≤ T . By Lemma 1.17,
{u(t, ·) = ψ} ⊆ {u(s, ·) = ψ}, we can assume, without loss of generality, that
x ∈ {u(s, ·) = ψ}. If x ∈ {u(s, ·) = ψ} \ {u(t, ·) = ψ}, by Lemma 1.19,
the left hand side below vanishes and we can find τ ∈ (s, t) such that x ∈
∂{u(τ, ·) = ψ}[

(−∆)su−Ru
]
(τ, x)χ{u(τ,·)=ψ} =

[
(−∆)su−Ru

]
(t, x)χ{u(t,·)=ψ}.

Then, we can estimate the free boundary part replacing t with τ . Hence,
we need only consider x ∈ {u(t, ·) = ψ}. In other words, we only need to
estimate both terms ∣∣(−∆)su(t, x)− (−∆)su(s, x)

∣∣, (1.48)∣∣Ru(t, x)−Ru(s, x)
∣∣. (1.49)

By the same strategy as in [7, Lemma 4.12], we bound the (1.48) by∣∣∣∣∫
Rn

[
(−∆)su(t, x)− (−∆)su(t, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
(−∆)su(t, z)− (−∆)su(s, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
(−∆)su(s, x)− (−∆)su(s, z)

]
φr(x− z) dz

∣∣∣∣ ,
where φ is a normalized smooth cutoff function supported in B1, and φr(x) :=
r−nφ(x/r). Then, the first and third terms can be controlled by Cr1−s−0+

.
For the second term, we integrate by parts (−∆)s and recall the Lipschitz-
in-time regularity of u (see Corollary 1.18), so that∣∣(−∆)su(t, x)− (−∆)su(s, x)

∣∣ ≤ C

(
r1−s−0+

+
(t− s)
r2s

)
.

The choice r := (t− s)1/(1+s) thus yields∣∣(−∆)su(t, x)− (−∆)su(s, x)
∣∣ ≤ C(t− s)

1−s
1+s
−0+

.

58



Analogously, we bound (1.49) by∣∣∣∣∫
Rn

[
Ru(t, x)−Ru(t, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
Ru(t, z)−Ru(s, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
Ru(s, x)−Ru(s, z)

]
φr(x− z) dz.

∣∣∣∣ ,
By the space regularity of Ru (see (1.46)), the first and third terms can be
controlled by Cr1−s+γ. By Corollary 1.18 and performing an integration by
parts, we can bound the second term by

C

(
(t− s) +

(t− s)
r

+

∣∣∣∣∫
Rn
M+

L0
(u(t, z)− u(s, z))φr(x− z) dz

∣∣∣∣) .
Recalling that M+

L0
v := supL∈L0

Lv, we have that for all ε > 0, M+
L0
v − ε ≤

Lv. Since ‖φr‖L1(Br) = 1 and the fact that L is an integrable by parts
operator, we obtain ∣∣∣∣∫

Rn
M+

L0
(u(t, z)− u(s, z))φr(x− z) dz

∣∣∣∣
≤
∫
Rn
|u(t, z)− u(s, z)||M+

L0
φr(x− z)| dz + ε.

Now, by the explicit form of Pucci operator (see (iv)) and the Lipschitz in

time regularity of u, we can bound the integral above by (t−s)
r2σ after letting

ε −→ 0+. Thus,∣∣Ru(t, x)−Ru(s, x)
∣∣ ≤ C

(
r1−s+γ + (t− s) +

(t− s)
r

+
(t− s)
r2σ

)
.

Assume without loss of generality that r ≤ 1 (otherwise, we have Lipschitz
regularity in time). Now, if 2σ ≤ 1, we have γ = s− 1/2, and so∣∣Ru(t, x)−Ru(s, x)

∣∣ ≤ C

(
r1/2 + (t− s) +

(t− s)
r

)
,

and so the choice r := (t− s)2/3 gives∣∣Ru(t, x)−Ru(s, x)
∣∣ ≤ C(t− s)1/3.
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Now, if 2σ > 1, we have γ = s− σ and so

∣∣Ru(t, x)−Ru(s, x)
∣∣ ≤ C

(
r1−σ + (t− s) +

(t− s)
r2σ

)
,

and so the choice r := (t− s)1/(1+σ) gives∣∣Ru(t, x)−Ru(s, x)
∣∣ ≤ C(t− s)

1−σ
1+σ .

Finally, observe that since s > 1/2,

1

3
>

1− s
1 + s

and
1− σ
1 + σ

>
1− s
1 + s

. (1.50)

By (1.8), Lemma 1.30 and interpolation inequality (see (1.9)), we obtain

∂tu and (−∆)su ∈ C
1−s
1+s
−0+,1−s

t,x ((0, T ]× Rn). (1.51)

The next lemma is the key ingredient to create a bootstrap in Theorem 1.32.

Lemma 1.31. Let α ∈ (0, 1−s
2s

) and assume

∂tu ∈ Cα,1−s
t,x ((0, T ]× Rn) and (−∆)su ∈ L∞((0, T ];C1−s(Rn)).

Then, with a uniform bound,[
(−∆)su−Ru

]
χ{u=ψ} ∈ C

(1+α) 1−s
1+s

,1−s
t,x ((0, T ]× Rn).

Proof. As in the proof of the previous lemma, we first consider x ∈ {u(τ, ·) =
ψ} for some τ , thus without loss of generality, x ∈ {u(t, ·) = ψ} ⊆ {u(s, ·) =
ψ}, where 0 < s < t < T , and estimate∣∣(−∆)su(t, x)− (−∆)su(s, x)

∣∣
≤
∣∣∣∣∫

Rn

[
(−∆)su(t, x)− (−∆)su(t, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
(−∆)su(t, z)− (−∆)su(s, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
(−∆)su(s, x)− (−∆)su(s, z)

]
φr(x− z) dz

∣∣∣∣ .
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Again, the first and third terms can be controlled by Cr1−s. The second term
we integrate by parts to obtain∣∣∣∣∫

Rn

[
(−∆)su(t, z)− (−∆)su(s, z)

]
φr(x− z) dz

∣∣∣∣
≤
(∫

Rn

∣∣∂tu(s, z)
∣∣ ∣∣(−∆)sφr(x− z)

∣∣ dz) (t− s)

+

∣∣∣∣∫
Rn

[
u(t, z)− u(s, z)− ∂tu(s, z)(t− s)

]
(−∆)sφr(x− z) dz

∣∣∣∣ .
Since ∂tu(·, z) is of class Cα in time and ‖(−∆)sφr‖L1(Br) ≤ C/r2s, the last
term on the right hand side above is bounded by C(t − s)1+α/r2s. For the
integral in the first term, we use that ∂tu is of class C1−s in space and that
∂tu vanishes at (t, x) ∈ {u = ψ} to show it is bounded by

C

∫
Rn

min{|x− z|1−s, 1} |(−∆)sφr(x− z)| dz. (1.52)

Since φ is compactly supported, |(−∆)sφ(w)| ≤ C|w|−n−2s when |w| is large
enough. Hence, scaling yields, for all w ∈ Rn,

|(−∆)sφr(w)| ≤ C

rn+2s + |w|n+2s
.

Thus, (1.52) can be controled, up to a constant, by∫
B1

|w|1−s

rn+2s + |w|n+2s
dw +

∫
Rn\B1

1

|w|n+2s
dw

≤ C

rn+2s

∫
Br

|w|1−s dw

+ C

∫
B1\Br

|w|1−3s−n dw + C.

This implies∫
Rn

min{|x− z|1−s, 1} |(−∆)sφr(x− z)| dz ≤ C(1 + r1−3s).

Finally, we obtain∣∣(−∆)s(u(t, x)− u(s, x))
∣∣ ≤ C

[
r1−s +

(t− s)1+α

r2s
+ C(t− s)(1 + r1−3s)

]
.
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Also, since α < (1− s)/2s, we have

α ≤ (1− s)(1 + α)

1 + s
≤ 1 +

(1− 3s)(1 + α)

1 + s

Therefore, the choice r := (t− s)(1+α)/(1+s) ensures

|(−∆)su(t, x)− (−∆)su(s, x)| ≤ C(t− s)(1+α) 1−s
1+s .

Analogously, we estimate

|Ru(t, x)−Ru(s, x)| ≤
∣∣∣∣∫

Rn

[
Ru(t, x)−Ru(t, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
Ru(t, z)−Ru(s, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
Ru(s, x)−Ru(s, z)

]
φr(x− z) dz.

∣∣∣∣ ,
Once again, the first and third integrals are bounded by Cr1−s+γ. For the
second integral, we split the integral into

C

(∣∣∣∣∫
Rn

[
Iu(t, z)− Iu(s, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
∇u(t, z)−∇u(s, z)

]
φr(x− z) dz

∣∣∣∣
+

∣∣∣∣∫
Rn

[
u(t, z)− u(s, z)

]
φr(x− z) dz

∣∣∣∣
)
.

(1.53)

Notice that the third term in (1.53) is Lipschitz-in-time, thus there is nothing
to prove. For the remaining terms, we proceed analogously and bound them
by

C(t− s)

(
1 +

(t− s)α

r
+

(t− s)α

r2σ
+

1

rn+1

∫
Br

|w|1−s dw +

∫
B1\Br

|w|−s−n dw

+
1

rn+2σ

∫
Br

|w|1−s dw +

∫
B1\Br

|w|1−2σ−s−n dw

)
.
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Now, we estimate the integrals above:

1

rn+1

∫
Br

|w|1−s dw +

∫
B1\Br

|w|−s−n dw ≤ C

(
1 +

1

rs

)
,

1

rn+2σ

∫
Br

|w|1−s dw +

∫
B1\Br

|w|1−2σ−s−n dw ≤ C

(
1

r2ν+s−1

+


1 if σ < (1− s)/2;

1 + | log(r)| if σ = (1− s)/2;

1 + r1−2σ−s if σ > (1− s)/2.

)

Hence, we conclude that, for σ ≥ 0,

|Ru(t, x)−Ru(s, x)| ≤ Cr1−s+γ + C(t− s)

(
(t− s)α

r
+

(t− s)α

r2σ
+

1

rs

+
1

r2σ+s−1
+


1 if σ < (1− s)/2;

1 + | log(r)| if σ = (1− s)/2;

1 + r1−2σ−s if σ > (1− s)/2.

)

If 0 ≤ σ < (1− s)/2, then (recall that γ = s− 1/2)

|Ru(t, x)−Ru(s, x)| ≤ C

(
r1/2 + (t− s) +

(t− s)1+α

r
+

(t− s)
rs

)
.

Then, by choosing r := (t− s)2(1+α)/3, we have

|Ru(t, x)−Ru(s, x)| ≤ C
(

(t− s)
1
3

(1+α) + (t− s)1− 2s
3

(1+α)
)
.

We claim that 1
3
(1 +α) ≤ 1− 2s

3
(1 +α). Indeed, the claim holds if, and only

if (1 +α)(1 + 2s) ≤ 3. Now, since α < (1− s)/2s, we have (1 +α)(1 + 2s) ≤
3
2

+ s+ 1
2s

. Moreover, s+ 1
2s
≤ 3

2
⇐⇒ 2s2 + 1− 3s < 0, and the latter holds

since 1/2 < s < 1. Hence, we conclude

|Ru(t, x)−Ru(s, x)| ≤ C(t− s)(1+α)/3.

If (1− s)/2 ≤ σ ≤ 1/2, then

|Ru(t, x)−Ru(s, x)| ≤ C

(
r1/2 + (t− s) (1 + | log(r)|)

+
(t− s)1+α

r
+

(t− s)
rs

)
.
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Once again, by choosing r := (t− s)2(1+α)/3, we obtain

|Ru(t, x)−Ru(s, x)| ≤ C(t− s)(1+α)/3.

Finally, if σ > 1/2, then

|Ru(t, x)−Ru(s, x)| ≤ C

(
r1−ν + (t− s) +

(t− s)1+α

r2σ
+

(t− s)
r2σ+s−1

)
.

Choosing r := (t− s)(1+α)/(1+σ), we obtain

|Ru(t, x)−Ru(s, x)| ≤ C
(

(t− s)(1+α) 1−σ
1+σ + (t− s)1−(1+α) 2σ+s−1

1+σ

)
.

We claim that (1 + α)1−σ
1+σ
≤ 1 − (1 + α)2σ+s−1

1+σ
. Indeed, the claim holds if,

and only if (1 + α)(σ + s) ≤ 1 + σ. Once again, since α < (1 − s)/2s, we
have (1 + α)(σ + 2s − 1) ≤ 1+σ

2
+ s

2
+ σ

2s
. Moreover, s

2
+ σ

2s
≤ 1+σ

2
⇐⇒

s2 − (1 + σ)s + σ ≤ 0, and the latter holds since 1/2 < ν < s. Hence, we
conclude

|Ru(t, x)−Ru(s, x)| ≤ C(t− s)(1+α) 1−σ
1+σ .

Thus, by (1.50), we conclude the lemma.

We are now ready to prove our main regularity result.

Theorem 1.32. Assume that ψ, b, r, and I as in (i), (ii), (iii), and (iv),
respectively, and let u be the unique (continuous) viscosity solution of (1.1).
Then u is globally Lipschitz in space-time on (0, T ]× Rn, and satisfies{

∂tu ∈ C
1−s
2s
−0+,1−s

t,x ((0, T ]× Rn);

(−∆)su ∈ C
1−s
2s

,1−s
t,x ((0, T ]× Rn).

Proof. The global Lipschitz regularity follows from Corollary 1.18. Given
α ∈

(
0, 1−s

2s

)
, denote by Φ the affine function

Φ(α) := (1 + α)
1− s
1 + s

which is strictly increasing and satisfies Φ(1−s
2s

) = 1−s
2s

. By (1.51), we can
apply Lemma 1.31, which gives[

(−∆)su−Ru
]
χ{u=ψ} ∈ C

Φ( 1−s
1+s
−0+),1−s

t,x ((0, T ]× Rn).
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Then, by (1.8) and interpolation inequality (1.9), we have

∂tu, (−∆)su ∈ C
Φ( 1−s

1+s
−0+),1−s

t,x ((0, T ]× Rn),

since Φ(α) < 1−s
2s

for α < 1−s
2s

. Next, we apply Lemma 1.31 and (1.8)
iteratively to obtain

∂tu, (−∆)su ∈ C
Φn( 1−s

1+s
−0+),1−s

t,x ((0, T ]× Rn),

which combined with [7, Estimate A.5] gives

(−∆)su ∈ C
1−s
2s

,1−s
t,x ((0, T ]× Rn).

Since Φn
(

1−s
1+s
− 0+

)
−→ 1−s

2s
as n→∞, we also conclude

∂tu ∈ C
1−s
2s
−0+,1−s

t,x ((0, T ]× Rn).

1.A Regularity results for ∂t+(−∆)s for f ∈ L∞

We now adress the approximation of a solution of (1.1) by a solution of
(1.13). The main ideas are found in [29]. We already used the regularities
(1.39) and (1.8) of the fractional heat equation. However, in both cases the
source f is Hölder continuous. Nonetheless, we need a regularity result when
f is merely a bounded function in spacetime. Namely, for ∂tv+ (−∆)sv = f ,
we have

‖v‖C1−0+ ((0,T ];L∞(Rn))+‖v‖L∞((0,T ];C2s−0+ (Rn)) ≤ C(1+‖f‖L∞((0,T ]×Rn)). (1.54)

In order to show (1.54), we proceed as in [7]: we notice that

v(t, x) = Γs(t) ∗ v(0) +

∫ t

0

Γs(t− τ) ∗ f(τ) dτ,

where Γs(t, y) is fundamental solution of the fractional heat equation and it
behaves as

|Γs(t, y)| ∼ t

t
n+2s

2s + |y|n+2s
, |∂tΓs(t, y)| ≤ C

1

t
n+2s

2s + |y|n+2s
,

|∇yΓs(t, y)| ≤ C
1

|y|
t

t
n+2s

2s + |y|n+2s
, |D2

yΓs(t, y)| ≤ C
1

|y|2
t

t
n+2s

2s + |y|n+2s
.

(1.55)
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Since the initial condition of (1.1) is well-behaved (namely, it satisfies (i)),
the first term is smooth. Thus, we only need to estimate the source term. In
order to do it, we need the following estimates:

� there exists a constant C > 0 such that, for all h > 0,∫
Rn

h

h
n+2s

2s + |z|n+2s
dz ≤ C(1 + h); (1.56)

� there exists a constant C > 0 such that, for all h > 0,∫ t

0

t− τ
(t− τ)

n+2s
2s + hn+2s

dτ ≤ C min{h−n−2s, h−n+2s}. (1.57)

The proof of both are very simple: for (1.56), one splits the integral into
Bh1/2s and Rn \Bh1/2s , thus∫

Rn

h

h
n+2s

2s + |z|n+2s
dz ≤ 1

hn/2s
|Bh1/2s|+ h

∫
Rn\B

h1/2s

1

|z|n+2s
dz ≤ C(1 + h).

For (1.57), if h ≥ 1, the bound is trivial, since the integrand is bounded
by h−n−2s; otherwise, if h ∈ (0, 1], we split the integral into [0, t − h2s] and
[t− h2s, t], thus for n ≥ 2 we have∫ t

0

t− τ
(t− τ)

n+2s
2s + hn+2s

dτ ≤
∫ t−h2s

0

(t− τ)−n/2s dτ +
1

hn+2s

∫ t

t−h2s

(t− τ) dτ

≤ Ch−n+2s.

For the time regularity of (1.54), notice that for u < t, we have

|v(t)− v(u)| ≤ C

(∫ t

u

|Γs(t− τ) ∗ f(τ)| dτ

+

∫ u

0

|(Γs(t− τ)− Γs(u− τ)) ∗ f(τ)| dτ

)
.

By (1.55) and (1.56) with h = t− τ , the first term can be bounded by

C‖f‖L∞((0,T ]×Rn)

∫ t

u

[1 + (t− τ)] dτ ≤ C‖f‖L∞((0,T ]×Rn)(t− u),
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while the second term can be bounded by

C‖f‖L∞((0,T ]×Rn)

∫ u

0

min{t− u, u− τ}(1 + (u− τ)−1) dτ

≤ C‖f‖L∞((0,T ]×Rn)

(
(t− u)

∫ u−(t−u)

0

(1 + (u− τ)−1) dτ

+

∫ u

u−(t−u)

(1 + (u− τ)) dτ

)
≤ C‖f‖L∞((0,T ]×Rn)(t− u)| log(t− u)|.

For the space regularity of (1.54), since 2s > 1, we evaluate

|∇v(x)−∇v(z)|

≤ C‖f‖L∞((0,T ]×Rn)

∫ t

0

∫
Rn
|∇Γs(t− τ, x− y)−∇Γs(t− τ, z − y)| dy dτ.

We split the space integral into {|x−z| ≤ |x−y|/2} and {|x−z| ≥ |x−y|/2}.
For the first region, by (1.55) and (1.57) with h = |x− y|, we can bound the
integral by

C|x− z|
∫
{|x−z|≤|x−y|/2}

|x− y|−2 min{|x− y|−n−2s, |x− y|−n+2s} dy

≤ C|x− z|1+2s−2

∫
{|x−z|≤|x−y|/2≤1}

|x− y|−n dy

+ C|x− z|
∫
{|x−y|/2≥1}

|x− y|−2−n−2s dy

≤ C|x− z|2s−1 |log |x− z|| ,

while For the second region, by (1.55), (1.57) with h = |x− y| and noticing
that {|x−z| ≥ |x−y|/2} ⊂ B3|x−z|(x)∩B3|x−z|(z), we can bound the integral
by ∫

B3|x−z|(x)

1

|x− y|
|x− y|−n+2s dy ≤ |x− z|2s−1.
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Chapter 2

Lagrangian structure of
relativistic Vlasov systems

As already mentioned in the Introduction, we are interested in the Lagrangian
structure of solutions of (7), the existence of generalized solutions under
minimal assumptions, and the existence of renormalized solutions if the initial
condition has bounded initial energy and a higher integrability.

For our purposes, a crucial observation is that (7) can be written as

∂tft + bt · ∇x,yft = 0, (2.1)

where, for each fixed t > 0, the vector field bt : R6 −→ R6 is given by
bt(x, v) = (v̂, Et+ v̂×Bt). Moreover, the vector field is divergence-free, since

∇x,v · bt = ∇v · (v̂ ×Bt) = (∇v × v̂) ·Bt − v̂ · (∇v ×Bt) = 0.

By the transport nature of (2.1), it is expected that solutions have a La-
grangian structure, meaning that the initial condition f0 is transported to ft
by an associated flow. In the weak regularity regime, however, the existence
of such flow is not guaranteed by the classical Cauchy-Lipschitz theory. In-
deed, since K is locally integrable, we have Et, Bt ∈ L1

loc(R3;R3) whenever
ft ∈ L1(R6), so that bt is only in L1

loc(R6;R6).
Since bt is divergence-free, (2.1) can be rewritten as

∂tft +∇x,y · (btft) = 0.

The latter can be interpreted in the distributional sense provided btft is
locally integrable which, however, does not follow only from the assumption

68



ft ∈ L1(R6). To treat this problem, we introduce a function β ∈ C1(R) ∩
L∞(R) such that

∂tβ(ft) +∇x,v · (btβ(ft)) = 0 (2.2)

whenever ft is a smooth solution of (2.1). Hence, btβ(ft) ∈ L1
loc, which leads

to the concept of a renormalized solution; see [14].

Definition 2.1 (Renormalized solution). For a Borel vector field

b ∈ L1
loc([0, T ]× R6;R6),

we say that a Borel function f ∈ L1
loc([0, T ]× R6) is a renormalized solution

of (2.1) starting from f0 if (2.2) holds in the sense of distributions, that is,∫
R6

φ0(x, v)β(f0(x, v)) dx dv

+

∫ T

0

∫
R6

[
∂tφt(x, v) +∇x,vφt(x, v) · bt(x, v)

]
β(ft(x, v)) dx dv dt = 0

(2.3)

for all φ ∈ C1
c ([0, T )× R6) and β ∈ C1(R) ∩ L∞(R).

Moreover, f ∈ L∞((0, T );L1(R6)) is called a renormalized solution of (7)
starting from f0 if, by setting

ρt(x) :=

∫
R3

ft(x, v) dv, Et(x) := σE

∫
R3

ρt(y)K(x− y) dy,

Jt(x) :=

∫
R3

v̂ft(x, v) dv, Bt(x) := σB

∫
R3

Jt(y)×K(x− y) dy, (2.4)

and bt(x, v) := (v̂, Et(x) + v̂ ×Bt(x)), (2.5)

we have that ft satisfies (2.3), for every φ ∈ C1
c ([0, T ) × R6), with bt as

in (2.5).

Observe that the integrability assumption ft ∈ L1(R6) is used so that
ρt, Jt, Et, and Bt are well defined. From now on, we refer to Et and Bt

as the electric and the magnetic fields, respectively, even though Et may
represent a gravitational field as well.

Our first main result shows that distributional or renormalized solutions
of (7) are in fact Lagrangian solutions. This gives a characterization of so-
lutions of (7), since Lagrangian solutions are generally stronger than renor-
malized or distributional solutions.
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Theorem 2.2. Let T > 0 and f be a nonnegative function. Assume f ∈
L∞([0, T );L1(R6)) is weakly continuous in the sense that

t 7−→
∫
R6

ft ϕ dx dv is continuous for any ϕ ∈ Cc(R6).

Assume further that:

(i) either f ∈ L∞((0, T );L∞(R6)) and f is a distributional solution of (7)
starting from f0; or

(ii) f is a renormalized solution of (7) starting from f0.

Then, f is a Lagrangian solution transported by the Maximal Regular Flow
X(t, x) associated to bt(x, v) = (v̂, Et(x) + v̂ × Bt(x)) (see Definition 2.9),
starting from 0. In particular, ft is renormalized.

Next, in Definition 2.11, we introduce the concept of generalized solutions,
which allows the electromagnetic field to be generated by effective densities
ρeff and Jeff . This may be interpreted as particles vanishing from the phase
space but still contributing in the electromagnetic field in the physical space.
In fact, generalized solutions are renormalized if the number of particles is
conserved in time, as follows from Lemma 2.12. This indicates that, should
renormalized solutions fail to exist, there must be a loss of mass/charge as v̂
approaches the speed of light (we recall that the speed of light c = 1).

Our second main theorem provides, under minimal assumptions on the
initial datum, the global existence of generalized solutions.

Theorem 2.3 (Existence of generalized solutions). Let f0 ∈ L1(R6) be a
nonnegative function. Then there exists a generalized solution (ft, ρ

eff
t , J

eff
t )

of (7) starting from f0 (see Definition 2.11)). Moreover, the map

t ∈ [0,∞) 7−→ ft ∈ L1
loc(R6)

is continuous and the solution ft is transported by the Maximal Regular Flow
associated to field beff

t (x, v) = (v̂, Eeff
t + v̂ ×Beff

t ).

In view of Theorem 2.3, if we assume higher integrability on the initial
datum and bounded initial energy, we can prove the existence of a global
Lagrangian solution. Moreover, we show strong continuity of densities and
fields and that each energy remains bounded in later times. Furthermore, we
emphasize that our result holds even in the gravitational case σE = −1.
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Theorem 2.4 (Existence of global Lagrangian solution). Let f0 be a nonneg-
ative function with every energy bounded (see Definition 2.15). Then there
exists a global Lagrangian (hence renormalized) solution

ft ∈ C([0,∞);L1(R6))

of (7) with initial datum f0, and the flow is globally defined on [0,∞) for
f0-almost every (x, v) ∈ R6, with ft being the image of f0 through the incom-
pressible flow.

Moreover, the following properties hold:

(i) the densities ρt, Jt and the fields Et, Bt are strongly continuous in
L1

loc(R6);

(ii) for every t ≥ 0, ft has every energy bounded independently of time.

The chapter is organized as follows. In Section 2.1, we prove Theorem 2.2.
More explicitly, we rely on the machinery for nonsmooth vector fields devel-
oped in [3] to prove the equivalence of renormalized and Lagrangian solutions.
Moreover, in Corollary 2.10, we show that if the electromagnetic and rela-
tivistic energies are integrable in [0, T ], then its associated flow is globally
defined in time. In Section 2.2, we extend the notion of generalized solutions
from [4, Definition 2.6] to our setting (see Definition 2.11) in order to al-
low an “effective” density current of particles (along with the corresponding
“effective” density of particles) and we prove the existence of a Lagrangian
solution with the “effective” acceleration (Theorem 2.3). Finally, in Sec-
tion 2.3, we prove Theorem 2.4 under the condition of each bounded energy
(see Definition 2.15), obtaining a globally defined flow and a solution of (7)
for all range of σE and σB.

2.1 Lagrangian solution and associated flow

In this section, we prove Theorem 2.2 which says that Lagrangian and renor-
malized solutions of (7) are equivalent. For this, we use the machinery de-
veloped in [4, Sections 4 and 5] combined with a version of [4, Theorem 4.4]
that we show holds for our vector field b as well. From now on, we denote
by M the space of measures with finite total mass, by M+ the space of
nonnegative measures in R3 with finite total mass, by AC(I;R6) the space
of absolutely continuous curves on the interval I with values in R6, and by
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L 6 the Lebesgue measure in R6. We begin with the preliminary definitions
of renormalized solutions, and of regular and maximum regular flows:

Definition 2.5 (Regular flow). Fix τ1 < τ2 and B ⊆ R6 a Borel set. For a
Borel vector field b : (τ1, τ2)×R6 −→ R6, we say that X : [τ1, τ2]×B −→ R6

is a regular flow with vector b when

(i) for a.e. x ∈ B, we have that X(·, x) ∈ AC([τ1, τ2];R6) and that it
solves the equation ẋ(t) = bt(x(t)) a.e. in (τ1, τ2) with initial condition
X(x, τ1) = x;

(ii) there exists C > 0 such that X(t, ·)#(L 6 B) ≤ CL 6 for all t ∈ [τ1, τ2].
Note that C can depend on the particular flow X.

Here, we denote X#µ as the pushforward of a measure µ by X and ν B
as the measure ν restricted to the set B.

Definition 2.6 (Maximum regular flow). For every s ∈ (0, T ), a Borel map
X(·, s, ·) : (T−s,X, T

+
s,X) × R6 −→ R6 is said to be a maximum regular flow

(starting at s) if there exist two Borel maps T+
s,X : R6 −→ (s, T ], T−s,X :

R6 −→ [0, s) such that X(·, s, x) is defined in (T−s,X(x), T+
s,X(x)) and

(i) for a.e. x ∈ R6, we have that X(·, s, x) ∈ AC((T−s,X, T
+
s,X);R6) and

that it solves the equation ẋ(t) = bt(x(t)) a.e. in (T−s,X, T
+
s,X) with

X(s, s, x) = x;

(ii) there exists a constant C > 0 such that X(t, s, ·)#(L 6 {T−s,X < t <

T+
s,X}) ≤ CL 6 for all t ∈ [0, T ]. As berfore, this constant C can depend

on X and s;

(iii) for a.e. x ∈ R6, either T+
s,X = T and X(·, s, x) ∈ C([s, T ];R6), or

limt↑T+
s,X
|X(t, s, x)| = ∞. Analogousy, either T−s,X = 0 and X(·, s, x) ∈

C([0, s];R6), or limt↓T−s,X
|X(t, s, x)| =∞.

The following lemma (compare with [4, Theorem 4.4]), combined with
the facts that bt is divergence-free in the sense of distribution a.e. in time
and that b ∈ L∞((0, T );L1

loc(R6;R6)), provides a sufficient condition to the
existence and the uniqueness of a maximum regular flow for the continuity
equation. From now on, a convolution f ∗µ, where f is a function and µ is a
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measure should be understood in the sense that f ∗µ(x) :=
∫
f(x− y) dµ(y).

We remark that if µ(R3) <∞, then (recall that K(x) = x
4π|x|)∫

BR

|K ∗ µ(x)| dx <∞ ∀R > 0.

Lemma 2.7. Let b : (0, T )× R6 −→ R6 be given by

bt(x, v) = (b1t(v), b2t(x, v)),

where
b1 ∈ L∞((0, T );W 1,∞

loc (R3;R3)),

b2t(x, v) = K ∗ ρt(x) + b1t(v)×
∫
R3

K(y − x)× dJt(y)

=: K ∗ ρt(x) + b1t(v)× b̃2t(x),

with ρ ∈ L∞((0, T ); M+(R3)) and |J | ∈ L∞((0, T ); M+(R3)). Then, b sat-
isfies the following: for any nonnegative ρ̄ ∈ L∞(R3) with compact support
and any closed interval [a, b] ⊂ [0, T ], both continuity equations

d

dt
ρt ±∇x,v · (btρt) = 0 in (a, b)× R6

have at most one solution in the class of all weakly* nonnegative continuous
functions [a, b] 3 t −→ ρ̃t with ρa = ρ̄ and ∪t∈[a,b] supp ρt b R6.

Proof. Let P(X) be the set of probability measures on X and

et : C([0, T ];R6) −→ R6

the evaluation map at time t, which means et(η) := η(t). By the same
argument as in [4, Theorem 4.4], it is enough to show that given η ∈
P(C([0, T ];BR × BR)) for some R > 0 concentrated on integral curves of
b such that (et)#η ≤ C0L 6 for all t ∈ [0, T ], the disintegration ηx of η
with respect to e0 is a Dirac delta for ρ̄-a.e. x. Recall that the disintegra-
tion of η with respect to e0 is a family of measures ηx such that, for all
E ∈ C([0, T ];BR ×BR),

η(E) =

∫
R6

ηx(E ∩ e−1
0 (x)) dx.
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For this purpose, the authors of [4] consider the function

Φδ,ζ(t) :=

∫∫∫
log

(
1 +
|γ1(t)− η1(t)|

ζδ
+
|γ2(t)− η2(t)|

δ

)
dµ(x, η, γ),

where δ, ζ ∈ (0, 1) are small constants to be chosen later, t ∈ [0, T ], ρ̄ :=
(e0)#dη, dµ(x, η, γ) := dηx(γ)dηx(η)dρ̄(x)1, with notation

η(t) = (η1(t), η2(t)) ∈ R3 × R3,

and assume by contradiction that ηx is not a Dirac delta for ρ̄-a.e. x, which
means that there exists a constant a > 0 such that∫∫∫ (∫ T

0

min{|γ(t)− η(t)|, 1}dt
)

dµ(x, η, γ) ≥ a.

Indeed, if ηx is a Dirac delta for ρ̄-a.e. x, the integrand above would vanish.
Moreover, they show that, without loss of generality, by assuming a ≤ 2T ,

it holds
Φδ,ζ(t0) ≥ a

2T
log
(

1 +
a

2δT

)
. (2.6)

Now, computing the time derivative of Φδ,ζ , we have that

dΦδ,ζ

dt
(t) ≤

∫∫∫ (
|b1t(γ

2(t))− b1t(η
2(t))|

ζ(δ + |γ2(t)− η2(t)|)

+
ζ|b1t(γ

2(t))× (b̃2t(γ
1(t))− b̃2t(η

1(t)))|
ζδ + |γ1(t)− η1(t)|

+
ζ|(b1t(γ

2(t))− b1t(η
2(t)))× b̃2t(η

1(t))|
ζδ + |γ2(t)− η2(t)|

+
η|K ∗ ρt(γ1(t))−K ∗ ρt(η1(t))|

ζδ + |γ1(t)− η1(t)|)

)
dµ(x, η, γ).

(2.7)

By our assumption on b1t, the first summand is easily estimated using the
Lipschitz regularity of b1t in BR:∫∫∫

|b1t(γ
2(t))− b1t(η

2(t))|
ζ(δ + |γ2(t)− η2(t)|)

dµ(x, η, γ) ≤
‖∇b1‖L∞((0,T )×BR)

ζ
. (2.8)

1Note that µ ∈P(R3 × C([0, T ];R3)2) and Φδ,ζ(0) = 0.

74



Analogously, the third summand is estimated using that b̃2 is locally inte-
grable and the Lipschitz regularity of b1 in BR:∫∫∫

ζ|(b1t(γ
2(t))− b1t(η

2(t)))× b̃2t(η
1(t))|

ζδ + |γ2(t)− η2(t)|
dµ(x, η, γ)

≤ ζ‖∇b1‖L∞((0,T )×BR)‖b̃2‖L∞((0,T );L1(BR)).

(2.9)

For the second term, we have∫∫∫
ζ|b1t(γ

2(t))× (b̃2t(γ
1(t))− b̃2t(η

1(t)))|
ζδ + |γ1(t)− η1(t)|

dµ(x, η, γ)

≤ C‖b1‖L∞((0,T )×BR)

∫∫∫
ζ|K ∗ ρ̃t(γ1(t))−K ∗ ρ̃t(η1(t))|

ζδ + |γ1(t)− η1(t)|
dµ(x, η, γ),

where ρ̃t(y) := supi |Ji|t(y). Since Ji ∈ L∞((0, T ); M (R3)), its total variation
is well-defined and has finite measure, thus

ρ̃ ∈ L∞((0, T ); M+(R3)).

By [4, Theorem 4.4, estimate (4.13)], we have that2∫∫∫
ζ|K ∗ ρ̄t(γ1(t))−K ∗ ρ̄t(η1(t))|

ζδ + |γ1(t)− η1(t)|
dµ(x, η, γ) ≤ Cζ

(
1 + log

(
C

ζδ

))
,

(2.10)
where ρ̄ ∈ L∞((0,∞); M+(R3)) and C depends only on supt∈(0,T ) ρ̄t(R3) and
R. Hence, the second and fourth terms can be estimated by (2.10).

Then, using (2.8), (2.9), and (2.10), one can integrate (2.7) with respect
to time in [0, t0] to obtain

dΦδ,ζ

dt
(t0) ≤ Ct0

(
1

ζ
+ ζ + ζ log

(
C

ζ

)
+ ζ log

(
1

δ

))
,

where C is a constant depending only onR, supt∈(0,T ) ρt(R3), supt∈(0,T ) ρ̃t(R3),
and ‖b1‖L∞((0,T );W 1,∞(BR)). Choosing first ζ > 0 small enough in order to have
Ct0ζ < a/(2T ) and then letting δ −→ 0, we find a contradiction with (2.6),
concluding the proof.

2As mentioned by the authors, although their proof is in an autonomous setting, the
result also holds for ρ̄t.
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As mentioned before, by [3, Theorems 5.7, 6.1, 7.1], we obtain existence,
uniqueness, and a semigroup property for the maximum regular flow (for a
concise statement, see [4, Theorem 4.3]). We now define generalized flow
(analogous to Definition 2.5) and Lagrangian solutions. For this, we define
R̄6 = R6 ∪ {∞}, and given a open set A ⊂ [0,∞), ACloc(A;R6) the set of
continuous curves γ : A −→ R that are absolutely continuous when restricted
to any closed interval in A.

Definition 2.8 (Generalized flow). For a Borel vector field b : (0, T )×R6 −→
R6, the measure η ∈M+(C[0, T ]; R̄6) is said to be a generalized flow of b if
η is concentrated on the (Borel) set

Γ := {η ∈ C([0, T ]; R̄6) : η ∈ ACloc({η 6=∞};R6)

and η̇(t) = bt(η(t)) for a.e. t ∈ {η(t) 6=∞}}.

The generalized flow is regular if there exists C ≥ 0 such that

(et)#η R6 ≤ CL 6 ∀t ∈ [0, T ].

Definition 2.9 (Transported measures and Lagrangian solutions). Let b :
(0, T )×R6 −→ R6 be a Borel vector field having a maximal regular flow X,
and η ∈ M+(C[0, T ]; R̄6) with (et)#η � L 6 for all t ∈ [0, T ]. We say that
η is transported by X if, for all s ∈ [0, T ], η is concentrated on

{η ∈ C([0, T ]; R̄6) : η(s) =∞ or η̇(·) = X(·, s, η(s))

in (T−s,X(η(s)), T+
s,X(η(s)))}.

Moreover, let ρ ∈ L∞((0, T );L1(R6)) be a nonnegative distributional solution
of the continuity equation, weakly continuous on [0, T ] in the sense that for
all ϕ ∈ Cc(R6), the map t 7→

∫
ϕρt is weakly continuous. We say that ρt is a

Lagrangian solution if there exists η ∈M+(C([0, T ]; R̄6)) transported by X
with (et)#η = ρtL 6 for every t ∈ [0, T ].

By [4, Theorem 4.7], we have that for b as in Lemma 2.7, regular gen-
eralized flows are transported by its maximal regular flow X. We are now
ready to prove Theorem 2.2.

Proof of Theorem 2.2. We have already established that the vector field b
satisfies

b ∈ L∞((0, T );L1
loc(R6;R6)),
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(see the introduction of Chapter 2) is divergence-free, and satisfies the unique-
ness of bounded compactly supported nonnegative distributional solutions of
the continuity equation (see Lemma 2.7). Therefore by [4, Theorem 5.1],
we deduce that: if (i) holds, then f is a Lagrangian solution; if (ii) holds
and it is not bounded, then β(ft) is a Lagrangian solution, where we choose
β(s) := arctan(s). In particular, by [4, Theorem 4.10] we have that ft is a
renormalized solution.

We have a direct corollary that provides conditions to obtain a globally
defined flow, that is, to avoid a finite-time blow up.

Corollary 2.10. Fix T > 0 and let f ∈ L∞((0, T );L1(R6)) be a nonnegative
renormalized solution of (7) (as in Definition 2.1). Assume that∫ T

0

∫
R6

√
1 + |v|2ft(x, v) dx dv dt+

∫ T

0

∫
R3

1
2
|Et|2 + 1

2
|Bt|2 dx dt <∞,

(2.11)
that is, the relativistic energy and the electromagnetic energy (7) are inte-
grable in time.

Then

(i) The maximal regular flow X(t, ·) associated to bt = (v̂, Et+ v̂×Bt) and
starting from 0 is globally defined on [0, T ] for f0-a.e. (x, v);

(ii) ft is the image of f0 through this flow, that is, ft = X(t, ·)#f0 =
f0 ◦X−1(t, ·) for all t ∈ [0, T ]:∫

R6

φ(x, v)ft(x, v) dx dv =

∫
R6

φ (X(t, x, v)) f0(x, v) dx dv

for all φ ≥ 0, t ∈ [0, T ];

(iii) the map

[0, T ] 3 t 7−→
∫
R6

ψ(ft(x, v)) dx dv

is constant in time for all Borel ψ : [0,∞) −→ [0,∞).

Proof. Thanks to Theorem 2.2, the solution is transported by the maximal
regular flow associated to bt = (v, v×Bt). Moreover, since ft is renormalized,
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gt := 2
π

arctan ft : (0, T )×R3 −→ [0, 1] is a solution of the continuity equation
with vector field b. Since g2

t ≤ gt ≤ ft and |v̂| < 1, we have

I :=

∫ T

0

∫
R6

|bt(x, v)|gt(x, v)

(1 + (|x|2 + |v|2)1/2) log(2 + (|x|2 + |v|2)1/2)
dx dv dt

≤ C

∫ T

0

∫
R6

ft dx dv dt+

∫ T

0

∫
R6

(|Et|+ |Bt|)gt
(1 + |v|) log(2 + |v|)

dx dv dt

≤
(∫

R3

1

(1 + |v|)3 log2(2 + |v|)
dv

)(∫ T

0

∫
R3

|Et|2 + |Bt|2 dx dt

)
+ C

∫ T

0

∫
R6

(1 + |v|)ft dx dv dt.

By (2.11) and (1 + |v|) ≤
√

2(1 + |v|2), we conclude I is bounded.
Now, by the no blow-up criterion in [4, Proposition 4.11] we obtain that

the maximal regular flowX of b is globally defined on [0, T ] (hence, it follows
(i)). Moreover, the trajectories X(·, x, v) belong to AC([0, T ];R6) for g0-a.e.
(x, v) ∈ R6, and gt = X(t, ·)#g0 = g0 ◦X−1(t, ·). Since ft = tan

(
π
2
gt
)

and
the map [0, 1) 3 s −→ tan

(
π
2
s
)
∈ [0,∞) is a diffeomorphism, we obtain that

ft = X(t, ·)#f0 = f0 ◦X−1(t, ·) (hence, it follows (ii)). In particular, for all
Borel functions ψ : [0,∞) −→ [0,∞) we have∫

R6

ψ(ft) dx dv =

∫
R6

ψ(f0) ◦X−1(t, ·) dx dv =

∫
R6

ψ(f0) dx dv,

where the second equality follows by the incompressibility of the flow, which
gives (iii).

Remark 2. As in [4, Remark 2.4], given 0 ≤ s ≤ t ≤ T , it is possible to
reconstruct ft from fs by using the flow, that is, ft = X(t, s, ·)#(fs).

2.2 Existence of generalized solution

We now introduce the concept of a generalized solution, which allows the elec-
tromagnetic field to be generated by effective densities ρeff and Jeff . We may
interpret it as particles vanishing from the phase space but still contribut-
ing in the electromagnetic field in the physical space. Thus, it is natural
to assume that ρeff

t may be larger than ρt, but it is bounded by the initial
particle density ρ0. Moreover, we assume that the particle current density
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Jeff
t is relativistic and compatible with ρeff

t , that is, |Jeff
t | < ρeff

t and satisfies
the continuity equation (see (2.13a), (2.13b), and (2.13c) below).

Definition 2.11 (Generalized solution). Given f̄ ∈ L1(R6), let

f ∈ L∞((0,∞);L1(R6))

be a nonnegative function,

ρeff
t ∈ L∞((0,∞); M+(R3))and (Jeff

t )i ∈ L∞((0,∞); M (R3))

for each component i ∈ {1, 2, 3}. We say that the triplet (ft, ρ
eff
t , J

eff
t ) is a

(global in time) generalized solution of (7) starting from f̄ if, setting

ρt(x) :=

∫
R3

ft(x, v) dv, Eeff
t (x) := σE

∫
R3

K(x− y) dρeff
t (y),

Jt(x) :=

∫
R3

v̂ft(x, v) dv, Beff
t (x) := σB

∫
R3

K(y − x)× dJeff
t (y), and

beff
t (x, v) := (v̂, Eeff

t (x) + v̂ ×Beff
t (x)),

(2.12)

the following hold: ft is a renormalized solution of the continuity equation
with vector field beff

t starting from f̄ ,

ρt ≤ ρeff
t , |Jeff

t | < ρeff
t as measures for a.e. t ∈ (0,∞), (2.13a)

ρeff
t (R3) ≤ ‖f0‖L1(R6) for a.e. t ∈ (0,∞), and (2.13b)

∂tρ
eff
t +∇ · Jeff

t = 0 with initial condition ρ̄ =

∫
R3

f̄ dv, i.e., (2.13c)∫
R3

φ0 dρ̄+

∫ ∞
0

∫
R3

(∂tφt dρeff
t +∇φt · dJeff

t ) dt = 0 ∀φ ∈ C1
c ([0,∞)× R3).

Notice that by the Radon-Nikodym’s Theorem, combined with (2.13a),
there exists a vector field V eff ∈ L∞((0,∞);L1(ρeff ;R3)) such that dJeff

t =
V eff
t dρeff

t and |V eff
t (x)| < 1 for a.e. (t, x) ∈ (0,∞)×R3. This is analogous to

the continuity equation associated to (7) with initial condition ρ0, which is
obtained by integrating (7) with respect to v over the whole domain R3:∫

R3

φ0 dρ0+

∫ ∞
0

∫
R3

(∂tφt+∇φt·Vt) dρt dt = 0 ∀φ ∈ C1
c ([0,∞)×R3), (2.14)
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where V := J/ρ ∈ L∞((0,∞);L1(ρ;R3)) satisfies dJt = Vt dρt and |Vt(x)| < 1
for a.e. (t, x) ∈ (0,∞) × R3. Notice that the second condition in (2.13a)
and (2.13c) are not present in the definition of generalized solutions of the
non-relativistic Vlasov-Poisson system [4, Definition 2.6], and are imposed in
order to allow an effective magnetic field which reduces to the self-consistent
one if the number of particles is conserved.

To see that Definition 2.11 is in fact a generalization of Definition 2.1, we
remark that ‖ρt‖L1(R3) = ‖ft‖L1(R6), hence it follows by (2.13a) and (2.13b)
that, if the number of particles is conserved a.e. in time, i.e., if ‖ft‖L1(R6) =
‖f0‖L1(R6) for a.e. t, then ρeff

t = ρt. Indeed, if the conservation holds, we have

ρt(R3) ≤ ρeff
t (R3) ≤ ‖f0‖L1(R6) = ρ0(R3) = ρt(R3),

thus ρt(R3) = ρeff
t (R3). Now, if there exists E ⊂ R3 and t > 0 such that

ρt(E) < ρeff
t (E), then

(ρeff
t − ρt)(R3) ≥ (ρeff

t − ρt)(E) > 0,

a contradiction.
Notice that by (2.13c) and (2.14), we have that ρt satisfy the continuity

equation with both velocities Vt and V eff
t with initial condition ρ0. The

following lemma gives that V = V eff , whence J = Jeff .

Lemma 2.12. Assume ρt satisfies the continuity equation with the same
initial condition and both vector fields V, V eff . Assume further that V, V eff

satisfy ∫ T

0

∫
R3

|V (x)|+ |V eff(x)|
1 + |x|

dρt(x) dt <∞.

Then, V = V eff .

Proof. Consider a class Lb of measured-value solutions µt ∈ M+(R3) of
continuity equation with vector field bt satisfying

0 ≤ ∂tµt ≤ µt =⇒ ∂tµt ∈ Lb

whenever ∂tµt still solves the continuity equation with vector field bt, and
the integrability condition∫ T

0

∫
R3

|bt(x)|
1 + |x|

dµt(x) dt <∞.
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Notice that ρt ∈ LV ∩LV eff for all T > 0, hence by [15], we have

ρt = X(t, ·)#ρ0 = Xeff(t, ·)#ρ0 ∀ t ∈ [0, T ], (2.15)

where X and Xeff are LV and LV eff Lagragian flows, respectively, that is,
X(t, ·) and Xeff(t, ·) are (unique) absolutely continuous functions in [0, T ]
starting from ρ0 (at time 0) such that

Ẋ(t, ·) = Vt(X(t, ·)), Ẋ
eff

(t, ·) = V eff
t (Xeff(t, ·)),

X(0, ·) = Xeff(0, ·) = Id

for ρ0-almost everywhere. By (2.15) and the uniqueness of X and Xeff , we
conclude that Vt = V eff

t .

It follows that, if the number of particles is conserved in time, then gen-
eralized solutions are renormalized ones. This observation indicates that a
generalized solution which is not renormalized must lose mass/charge as the
velocity approaches the speed of light.

Next, our goal is to prove the global existence of generalized solutions ft
for any nonnegative f0 ∈ L1(R6) (Theorem 2.3). In order to do so, we need
to establish the existence of a (unique) distributional solution with smooth
kernel and initial data. More precisely, we show that by smoothing the kernel
K and with nonnegative initial condition in C∞c (R6), we obtain a classical
solution of (7). To avoid any confusion with the notation of Theorem 2.3
and Theorem 2.4, we denote by K := η ∗ K and by g the smoothed kernel
and the initial condition, respectively.

Proposition 2.13. Let g ∈ C∞c (R6) be a nonnegative function. Then, there
exists a unique nonnegative Lagrangian solution f ∈ C∞([0,∞)×R6) of the
smoothed system (7):

∂tft + v̂ · ∇xft + (Et + v̂ ×Bt) · ∇vft = 0 in (0,∞)× R6;

ρt(x) =
∫
R3 ft(x, v) dv, Jt(x) =

∫
R3 v̂ft(x, v) dv in (0,∞)× R3;

Et(x) = σE
∫
R3 ρt(y)K(x− y) dy in (0,∞)× R3;

Bt(x) = σB
∫
R3 Jt(y)×K(x− y) dy in (0,∞)× R3;

f0(x, v) = g(x, v) in R3 × R3.

(2.16)
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Proof. In this proof, we adapt ideas and techniques from [13, Chapter 5].
We construct by induction a sequence of smooth functions fnt with initial
condition g which converges to a solution of (2.16). For n = 1, let f 1 be a
solution of the linear transport equation{

∂tf
1
t (x, v) +∇x · (v̂f 1

t )(x, v) = 0,

f 1
0 (x, v) = g(x, v)

which gives that

f 1
t (x, v) = g(x− tv̂, v) ∈ C∞c ([0,∞)× R6).

Moreover, we have that f 1 is a Lagrangian solution, since there exists a
unique solution Z0(t, ·) := (X0,V 0)(t, ·) of{

Ż(t, ·) = b0
t (Z(t, ·));

Z(0, ·) = Id,

where b0
t (x, v) := (v̂, 0). Hence,

f 1
t = g ◦Z0(t), ‖f 1

t ‖L1(R6) = ‖g‖L1(R6), and ‖f 1
t ‖L∞(R6) = ‖g‖L∞(R6).

Now, for n ≥ 2, assume that there exists a smooth Lagrangian function

fn ∈ L∞([0,∞)× R6) ∩ L∞([0,∞);L1(R6))

which satisfies {
∂tf

n
t (x, v) +∇x,v · (bn−1fnt )(x, v) = 0,

fn0 (x, v) = g(x, v),
(2.17)

where

En
t (x) = σE

∫
R3

ρnt (y)K(x− y) dy,

Bn
t (x) = σB

∫
R3

Jnt (y)×K(x− y) dy,

bnt (x, v) = (v̂, En
t + v̂ ×Bn

t )(x, v),

and define fn+1 as a solution of (2.17) with vector field bnt . Notice that bnt
is divergence-free, and since fn and K are smooth, we obtain that bnt is also
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smooth. Moreover, we have bn ∈ L∞([0,∞);W k,∞(R6;R6)) for all k ∈ N,
since by Young’s inequality (recall that |Jn| < ρn a.e.)

‖Dk
x,vb

n
t ‖L∞([0,∞);L∞(R6;R6))

≤C
(

1 + ‖K‖L1(B1;R3)‖Dkη‖L∞(R3)‖ρn‖L∞([0,∞);L1(R3))

+ ‖K‖L∞(R3\B1;R3)‖Dkη‖L1(R3)‖ρn‖L∞([0,∞);L1(R3))

)
.

(2.18)

Thus, we have for all t ≥ 0 a smooth incompressible flow

Zn(t) = (Xn,V n)(t)

which satisfies {
Ż(t, ·) = bnt (Z(t, ·));
Z(0, ·) = Id,

(2.19)

and the following properties hold:

fn+1
t = g ◦Zn(t), ‖fn+1

t ‖L1(R6) = ‖g‖L1(R6),

and ‖fn+1
t ‖L∞(R6) = ‖g‖L∞(R6).

(2.20)

Now, we want to exploit the fact that (recall that g ∈ C∞c )

|fn+1
t − fnt | ≤ C|Zn(t)−Zn−1(t)| (2.21)

to show that fn is a Cauchy sequence in C([0, T ] × R6). For this purpose,
notice that (we omit the t and (x, v) arguments for a cleaner presentation)

|Xn(s)−Xn−1(s)| ≤
∫ t

s

|V n(τ)− V n−1(τ)|

+ |V n(τ)|

∣∣∣∣∣ 1√
1 + |V n(τ)|2

− 1√
1 + |V n−1(τ)|2

∣∣∣∣∣ dτ

≤
∫ t

s

|V n(τ)− V n−1(τ)|

+

∣∣∣∣√1 + |V n(τ)|2 −
√

1 + |V n−1(τ)|2
∣∣∣∣ dτ.

Thus, by mean value theorem, we conclude that

|Xn(s)−Xn−1(s)| ≤ 2

∫ t

s

|V n(τ)− V n−1(τ)| dτ.
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Moreover, define En and Bn as in (2.16) with densities ρn and Jn, respec-
tively. Now, by the same procedure as before combined with the uniform
boundedness of Bn (by (2.18) and (2.20)), we have

|V n(s)− V n−1(s)| ≤C
∫ t

s

|En
τ (Xn(τ))− En−1

τ (Xn−1(τ))|

+ |Bn
τ (Xn(τ))−Bn−1

τ (Xn−1(τ))|
+ |V n(τ)− V n−1(τ)| dτ.

By (2.18) and (2.20), En and Bn are uniformly bounded with respect to n
and t, thus

|En
τ (Xn(τ))− En−1

τ (Xn−1(τ))| ≤|(En
τ − En−1

τ )(Xn(τ))|
+ |En−1

τ (Xn(τ))− En−1
τ (Xn−1(τ))|

≤‖En
τ − En−1

τ ‖L∞(R3)

+ C|Xn(τ)−Xn−1(τ)|,

and, analogously,

|Bn
τ (Xn(τ))−Bn−1

τ (Xn−1(τ))| ≤ ‖Bn
τ −Bn−1

τ ‖L∞(R3) +C|Xn(τ)−Xn−1(τ)|.

Hence, we obtain that

|Zn(s)−Zn−1(s)| ≤ C

∫ t

s

‖En
τ − En−1

τ ‖L∞(R3) + ‖Bn
τ −Bn−1

τ ‖L∞(R3)

+ |Zn(τ)−Zn−1(τ)| dτ.

Thus, by Gronwall’s inequality, we conclude that

|Zn(t)−Zn−1(t)| ≤ C

∫ t

0

‖En
τ − En−1

τ ‖L∞(R3) + ‖Bn
τ −Bn−1

τ ‖L∞(R3) dτ.

Now, by (2.20), we have that fn ∈ C∞c , which combined with (2.21) and
Young’s inequality gives that

‖fn+1
t − fnt ‖L∞(R6) ≤ C

∫ t

0

‖ρnτ − ρn−1
τ ‖L∞(R3) + ‖Jnτ − Jn−1

τ ‖L∞(R3;R3) dτ

≤ C

∫ t

0

‖fnτ − fn−1
τ ‖L∞(R6) dτ.

(2.22)
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Therefore, by induction, we have that for all T > 0,

‖fn+1
t − fnt ‖L∞(R6) ≤ C

T n

n!
, t ∈ [0, T ],

and we conclude that fn converges uniformly to a function f ∈ C([0,∞) ×
R6). Moreover, by (2.20), we have that ft = g ◦Z(t), and

f ∈ L∞([0,∞);L1(R6)) ∩ L∞([0,∞)× R6,

where
Z(t, ·) := lim

n→∞
Zn(t, ·)

Notice that ft has compact support (since g ∈ C∞c ), thus ρn and Jn converge
to ρ and J in C([0,∞)×R6), respectively. Therefore, En and Bn converge to
E and B, thus bn converges to b in C([0,∞)×R6). By the same computation
as (2.18), we have in fact that b ∈ C([0,∞);W k,∞(R6)) for all k ∈ N, and we
conclude by passing the limit in (2.19) that Z ∈ C1([0,∞);C∞(R6)), and we
have f ∈ C1([0,∞);C∞(R6)). By iteration, we conclude that f is a smooth
nonnegative Lagrangian solution of (2.16), where Z ∈ C∞([0,∞)×C∞(R6))
solves {

Ż(t, ·) = bt(Z(t, ·));
Z(0, ·) = Id .

(2.23)

In particular, we have that f ∈ C∞c ([0,∞)× R6).
To prove the uniqueness, assume that there exists Lagrangian solutions

f, f̃ of (2.16). Thus,

ft := g ◦Z(t), f̃t := g ◦ Z̃(t)

where both Z, Z̃ solve (2.23). Thus, we may repeat the proof of (2.22) for
ft − f̃t to obtain

‖ft − f̃t‖L∞(R6) ≤ C

∫ t

0

‖fτ − f̃τ‖L∞(R6) dτ,

and we conclude by Gronwall’s inequality that f ≡ f̃ .

We are now able to prove our second main result.
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Proof of Theorem 2.3. Our proof follows the same general structure of the
proof of [4, Theorem 2.7]: we begin by approximating f as a L1 limit of
fn (Steps 1 and 2), which was already shown in [4]; then, we approximate
(ρeff
t , J

eff
t ) and show that the electromagnetic field of the approximation con-

verges to the effective field (Eeff
t , B

eff
t ) (Steps 3 and 4); finally, in Step 5, we

combine stability results for the continuity equation obtained in [4, Section
5] to take limits in the approximated system and conclude that the limiting
solution is transported by the limit of the incompressible flow.

Step 1: Approximating solutions. Consider Kn := K ∗ ηn, where
ηn(x) := n3η(nx), and η is a standard convolution kernel in R3. Let fn0 ∈
C∞c (R6) be a sequence such that

fn0 −→ f0 in L1(R6). (2.24)

Moreover, denote fnt the smooth solution of (7) with initial condition fn0 and
kernel Kn (see Proposition 2.13), and its respective charge density, electric
field, density current, and magnetic field defined by

ρnt (x) :=

∫
R3

fnt (x, v) dv, En
t (x) := σE

∫
R3

ρnt (y)Kn(x− y) dy,

Jnt (x) :=

∫
R3

v̂ fnt (x, v) dv, and Bn
t (x) := σB

∫
R3

Jnt (y)×Kn(x− y) dy.

Since Kn is smooth and vanishes at infinity, we have

En, Bn ∈ L∞([0,∞);W 1,∞(R3;R3)),

but without a uniform bound with respect to n, nonetheless (see the proof of
(2.18)). Hence, bnt := (v̂, En

t + v̂ × Bn
t ) is a Lipschitz divergence-free vector

field, and its flowXn(t) : R6 −→ R6 is well defined and incompressible, hence
by theory for the transport equation, for all t ∈ [0,∞) and each component
i ∈ {1, 2, 3},

fnt = fn0 ◦Xn(t)−1 and

‖Jnt ‖L1(R3,R3) ≤ ‖|v̂|fnt ‖L1(R6) < ‖ρnt ‖L1(R3) = ‖fnt ‖L1(R6) = ‖fn0 ‖L1(R6).

(2.25)

Assume without loss of generality that L 6({f0 = k}) = 0 for every k ∈ N
(otherwise, consider L 6({f0 = k + τ}) = 0 for τ ∈ (0, 1)), we deduce that
for all k

fn,k0 := 1{k≤fn0 <k+1}f
n
0 −→ fk0 := 1{k≤f0<k+1}f0 in L1(R6). (2.26)
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Thus, by defining fn,kt := 1{k≤fnt <k+1}f
n
t , we have that fn,kt is a distributional

solution of the continuity equation (with vector field bnt ) and fn0 initial datum.
Moreover, we have for all t ∈ [0,∞)

fn,kt = 1{k≤fn0 ◦Xn(t)−1<k+1}f
n
0 ◦Xn(t)−1, ‖fn,kt ‖L1(R6) = ‖fn,k0 ‖L1(R6). (2.27)

Step 2: Limit in phase space. By construction, (fn,k)n∈N is a nonneg-
ative uniformly bounded sequence. Hence, there exists fk ∈ L∞((0,∞)×R6)
such that

fn,k −⇀ fk weakly* in L∞((0,∞)× R6) as n −→∞ ∀ k ∈ N. (2.28)

Moreover, for any K ⊂⊂ R6, and any bounded function φ : (0,∞) −→
(0,∞) with compact support, we use test function φ(t)1K(x, v) sign(fkt )(x, v)
for the previous two weak convergence combined with Fatou’s lemma, the
convergence of (fn,kt )n∈N, and (2.27) to obtain∫ ∞

0

φ(t)‖fkt ‖L1(K)dt ≤
(∫ ∞

0

φ(t) dt

)
lim inf
n→∞

‖fn,k0 ‖L1(R6)

=

(∫ ∞
0

φ(t) dt

)
‖fk0 ‖L1(R6),

Since φ was arbitrary the supremum among all compact subset K ⊂ R6 we
obtain

‖fkt ‖L1(R6) ≤ ‖fk0 ‖L1(R6) for a.e. t ∈ (0,∞), (2.29)

so, in particular, fk ∈ L∞((0,∞);L1(R6)). Moreover, by defining f =∑∞
k=0 f

k, we have

‖ft‖L1(R6) ≤ ‖f0‖L1(R6) for a.e. t ∈ [0,∞). (2.30)

Noticing that fn =
∑∞

k=0 f
n,k, by fixing ϕ ∈ L∞((0, T ) × R6), (2.27), and

(2.29), we have for all k0 ≥ 1,∣∣∣∣∫ T

0

∫
R6

ϕ(fn − f) dx dv dt

∣∣∣∣ ≤
∣∣∣∣∣
k0−1∑
k=0

∫ T

0

∫
R6

ϕ(fn,k − fk) dx dv dt

∣∣∣∣∣
+ T‖ϕ‖L∞((0,T )×R6)

∞∑
k=k0

∫
R6

(|fn,k0 |+ |fk0 |) dx dv.
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Now, by the convergence (2.28) the first term vanishes as n −→ ∞. Thus,
by convergences (2.24) and (2.26), we have

lim sup
n→∞

∣∣∣∣∫ T

0

∫
R6

ϕ(fn − f) dx dv dt

∣∣∣∣ ≤ 2T‖ϕ‖L∞((0,T )×R6)‖f01{f0≥k0}‖L1(R6).

Letting k0 −→∞ and since ϕ ∈ L∞ was arbitrary, we conclude

fn −⇀ f weakly in L1((0, T )× R6). (2.31)

Step 3: Limit in physical densities. Since (ρn)n∈N and (Jni )n∈N
are bounded sequences in L∞((0,∞); M+(R3)) and L∞((0,∞); M (R3)), re-
spectively, for each component i ∈ {1, 2, 3} (see (2.25)), and the fact that
L∞((0,∞); M (R3)) = [L1((0,∞);C0(R3))]∗, there exist

ρeff ∈ L∞((0,∞); M+(R3)) and Jeff
i ∈ L∞((0,∞); M (R3))

such that

ρn −⇀ ρeff weakly* in L∞((0,∞); M+(R3));

Jni −⇀ Jeff
i weakly* in L∞((0,∞); M (R3)).

(2.32)

for each component i ∈ {1, 2, 3}. Hence, by the lower semicontinuity of the
norm under weak* convergence, we have

ess supt∈(0,∞) |ρeff
t |(R3) ≤ lim

n→∞

(
sup

t∈(0,∞)

‖ρnt ‖L1(R3)

)
= lim

n→∞
‖ρn0‖L1(R3)

= ‖f0‖L1(R6).

(2.33)

Now, fixing a nonnegative function ϕ ∈ Cc((0,∞) × R3), by (2.31) and
(2.32), we obtain that∫ ∞

0

∫
R3

ϕt(x) dρeff
t (x) dt ≥ lim

R→∞
lim inf
n→∞

∫ ∞
0

∫
R3×BR

fnt (x, v)ϕt(x) dv dx dt

=

∫ ∞
0

∫
R6

ft(x, v)ϕt(x) dv dx dt

=

∫ ∞
0

∫
R3

ϕt(x) dρt(x) dt.
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Moreover, by recalling that |v̂| < 1, we have∫ ∞
0

∫
R3

ϕt(x) dρeff
t (x) dt = lim

n→∞

∫ ∞
0

∫
R6

fnt (x, v)ϕt(x) dv dx dt

> lim
n→∞

∫ ∞
0

∫
R6

|v̂| fnt (x, v)ϕt(x) dv dx dt

≥
∫ ∞

0

∫
R3

ϕt(x) d|Jeff
t |(x) dt.

Thus,

ρt ≤ ρeff
t , |Jeff

t | < ρeff
t as measures for a.e. t ∈ (0,∞). (2.34)

Finally, by the same argument to show (2.14), we notice that∫
R3

φ0 dρn0 +

∫ ∞
0

∫
R3

(∂tφt dρnt +∇φt · dJnt ) dt = 0 ∀φ ∈ C1
c ([0,∞)× R3).

Hence, by (2.24) and (2.32), we conclude by taking the limit n −→∞ that∫
R3

φ0 dρ0 +

∫ ∞
0

∫
R3

(∂tφt dρeff
t +∇φt · dJeff

t ) dt = 0 ∀φ ∈ C1
c ([0,∞)× R3),

i.e.,

∂tρ
eff
t +∇ · Jeff

t = 0 as measures with initial condition ρ0. (2.35)

Step 4: Limit of vector fields. Using the definition (2.12), we claim that

bn −⇀ beff weakly in L1
loc((0,∞)× R6;R6) (2.36)

and that, for every ball BR ⊂ R3,

[En+ v̂×Bn](x+h) −→ [En+ v̂×Bn](x) as |h| → 0 in L1
loc((0,∞);L1(BR))

(2.37)
uniformly in n.

For this purpose, we first prove that the sequence (bn)n∈N is bounded
in Lploc((0,∞) × R6;R6) for every p ∈ [1, 3/2). Indeed, by using Young’s
inequality, for every t ≥ 0, n ∈ N, and r > 0,

‖Bn
t ‖Lp(Br;R3) + ‖En

t ‖Lp(Br;R3) ≤ ‖(|Jnt | ∗ ηn) ∗ |K|‖Lp(Br;R3)

+ ‖(ρnt ∗ ηn) ∗K‖Lp(Br;R3)
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The first term can be bounded by

‖(|Jnt | ∗ ηn) ∗ (|K|1B1)‖Lp(Br;R3) + ‖(|Jnt | ∗ ηn) ∗ (|K|1R3\B1
)‖Lp(Br;R3)

≤ ‖|Jnt |‖L1(R3)‖ηn‖L1(R3)‖K‖Lp(B1;R3)

+ L 3(Br)
1/p‖|Jnt ‖L1(R3)‖ηn‖L1(R3)‖K‖L∞(R3\B1;R3).

Likewise, the second term can be bounded by

‖ρnt ‖L1(R3)‖ηn‖L1(R3)‖K‖Lp(B1;R3)

+ L 3(Br)
1/p‖ρnt ‖L1(R3)‖ηn‖L1(R3)‖K‖L∞(R3\B1;R3).

Thus, up to subsequences, the sequence (bn)n∈N converges weakly in Lploc.
We now claim that for every ϕ ∈ Cc((0,∞)× R3),

lim
n→∞

∫ ∞
0

∫
R3

(En
t + v̂ ×Bn

t )ϕt dx dt =

∫ ∞
0

∫
R3

(Eeff
t + v̂ ×Beff

t )ϕt dx dt.

Indeed, denoting Tϕ the upper time support of ϕ, we have∣∣∣∣∣
∫ ∞

0

∫
R3

(En
t + v̂ ×Bn

t )ϕt dx dt−
∫ ∞

0

∫
R3

(Eeff
t + v̂ ×Beff

t )ϕt dx dt

∣∣∣∣∣
≤
∣∣∣∣∫ ∞

0

∫
R3

(ρnt − ρeff
t )ϕt ∗K dx dt

∣∣∣∣
+

∣∣∣∣∫ ∞
0

∫
R3

ρnt (ϕt ∗K − ϕt ∗K ∗ ηn) dx dt

∣∣∣∣
+

∣∣∣∣∫ ∞
0

∫
R3

(Jnt − Jeff
t )× ϕt ∗K dx dt

∣∣∣∣
+

∣∣∣∣∫ ∞
0

∫
R3

Jnt × (ϕt ∗K − ϕt ∗K ∗ ηn) dx dt

∣∣∣∣
≤
∣∣∣∣∫ ∞

0

∫
R3

(ρnt − ρeff
t )ϕt ∗K dx dt

∣∣∣∣
+

∣∣∣∣∫ ∞
0

∫
R3

(Jnt − Jeff
t )× ϕt ∗K dx dt

∣∣∣∣
+ Tϕ(‖ρn‖L∞((0,∞);L1(R3))

+ ‖Jn‖L∞((0,∞);L1(R3;R3)))‖ϕ ∗K − ϕ ∗K ∗ ηn‖L∞((0,∞)×R3;R3).

By the weak convergence (2.32) and the fact that ϕ ∗K is a bounded con-
tinuous function, the first and second terms vanish as n −→ ∞. Moreover,
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the last term also vanishes, since the first factor is bounded by C‖f0‖L1(R6),
where C > 0 is a universal constant and ϕ ∗K ∗ ηn convergences uniformly
to ϕ ∗K in (0,∞)× R3. Thus, we have proven (2.36).

We now prove (2.37). For this purpose, we combine the fact that K ∈
Wα,p(R3;R3) for every α < 1 and p < 3/(2 + α), and Young’s inequality to
obtain

‖En
t + v̂ ×Bn

t ‖Wα,p(BR;R3) ≤ C(R)‖(ρnt + |Jnt |) ∗ ηn‖L1(R3;R3).

Combining ‖ηn‖L1(R3) = 1 with (2.25), we can bound the right term indepen-
dently of n and t, which combined with the embedding of fractional Sobolev
spaces and Nikolsky spaces [24] gives

‖bnt (·+ h)− bnt (·)‖Lp(R3;R3) ≤ C
(
p, α,R, ‖bnt ‖Wα,p(B2R;R3)

)
|h|α ∀|h| ≤ R,

and (2.37) follows.
Step 5: Conclusion. By (2.36) and (2.37), we can apply the stabil-

ity result from [15] to deduce that fk is a weakly continuous distributional
solution of the continuity equation with vector field beff and starting from
fk0 for every k ∈ N. We now exploit the linearity of the continuity equation
to show that Fm :=

∑m
k=1 f

k is also a bounded distributional solution for
every m ∈ N. Using the same arguments as in the proof of Theorem 2.2, we
obtain that Fm is a renormalized solution for every m ∈ N. Since Fm −→ f
strongly in L1

loc((0,∞) × R6) as m −→ ∞, we obtain that f is a renormal-
ized solution of the continuity equation with vector field beff and starting
from f0, which combined with (2.30) (2.33), (2.34), and (2.35) proves that
the trio (ft, ρ

eff
t , J

eff
t ) is a generalized solution starting from f0 according to

Definition 2.11.
To show that f is transported by the maximum regular flow associated

to beff , we simply use that each fk is transported (once again with the same
argument as in Theorem 2.2) combined with the definition of f and (2.30).
Finally, by [4, Theorem 4.10], we conclude that the map

[0,∞) 3 t 7−→ ft ∈ L1
loc(R6) is continuous.

2.3 Finite energy solutions

Up to now, we have established the existence of a generalized solution (see
Theorem 2.3) and that renormalized and generalized solutions coincide in
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case the mass/charge is conserved in time. In this section, we investigate
whether the existence of renormalized solutions can be shown under the more
natural condition that the initial total energy is bounded, that is,

E0 :=

∫
R6

√
1 + |v|2f0(x, v) dx dv +

σE
2

∫
R3

(H ∗ ρ0)ρ0 dx

+
σB
2

∫
R3

(H ∗ J0) · J0 dx <∞,
(2.38)

where the first term is the relativistc (initial) total energy and the second and
third are the electric and magnetic potential (initial) energies, respectively,
and H(x) := (4π|x|)−1. For this purpose, we recall that by integrating the
first equation of (7) with respect to (x, v) on the whole domain R6 gives that
the relativistic energy (formally) satisfies

d

dt

∫
R6

√
1 + |v|2ft(x, v) dx dv =

∫
R6

v̂ · (Et + v̂ ×Bt)ft(x, v) dx dv

=

∫
R3

Et · Jt dx.

Now, Poynting’s Theorem gives that the relativistic Vlasov-Maxwell equa-
tion has its electromagnetic total energy (formally) conserved, i.e.,∫

R6

√
1 + |v|2ft(x, v) dx dv +

1

2

∫
R3

|Et|2 + |Bt|2 dx

=

∫
R6

√
1 + |v|2f0(x, v) dx dv

+
1

2

∫
R3

|E0|2 + |B0|2 dx,

while for the system (7) we obtain a similar expression (see (2.41) below):∫
R6

√
1 + |v|2ft(x, v) dx dv +

σE
2

∫
R3

(H ∗ ρt)ρt dx

=

∫
R6

√
1 + |v|2f0(x, v) dx dv +

σE
2

∫
R3

(H ∗ ρ0)ρ0 dx.

(2.39)

Although (2.39) is formal, we shall exploit a semicontinuity argument to show
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it in the form of an inequality (see the proof of Theorem 2.4):∫
R6

√
1 + |v|2ft(x, v) dx dv +

σE
2

∫
R3

(H ∗ ρt)ρt dx

≤
∫
R6

√
1 + |v|2f0(x, v) dx dv +

σE
2

∫
R3

(H ∗ ρ0)ρ0 dx.

(2.40)

Notice that the magnetic potential energy does not appear in the conser-
vation above. On the other hand, one can (formally) integrate by parts the
electric and magnetic energy to obtain the relations∫

R3

|Et|2 dx =

∫
R3

(H ∗ ρt)ρt dx;∫
R3

|Bt|2 dx =

∫
R3

(H ∗ Jt) · Jt dx−
∫
R3

(∇ · (H ∗ Jt))2 dx.

(2.41)

We can interpret H ∗ ρt and H ∗ Jt as the electric potential and magnetic
vector potential, respectively (see [22]). Notice that, on one hand, the electric
potential energy is fully converted into the electric energy. On the other hand,
the magnetic potential energy is converted into the magnetic energy and the
displacement current ∂tEt, since

−
∫
R3

(∇ · (H ∗ Jt))2 dx =

∫
R3

∇·(H ∗Jt) ∂t(H ∗ρt) dx =

∫
R3

(H ∗Jt)·∂tEt dx.

(2.42)
Moreover, we obtain (formally) that the magnetic potential energy is

nonnegative for a.e. t ∈ [0,∞). We observe that (2.39) and (2.41) do not
have any magnetic energy terms, so that it is unclear whether the classical
energy estimate Et < E0 holds, where the total energy of the system at time
t is given by

Et :=

∫
R6

√
1 + |v|2ft(x, v) dx dv +

σE
2

∫
R3

(H ∗ ρt)ρt dx

+
σB
2

∫
R3

(H ∗ Jt) · Jt dx.

Remark 3. Although the formal argument that leads to (2.41) suggests the
magnetic potential energy is nonnegative, we rigorously justify it in the proof
of Lemma 2.19. Hence, (2.38) implies that the right-hand side of (2.40) is
bounded.
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Remark 4. By (2.39) and (2.42), we (formally) have∫
R3

|Bt|2 dx =

∫
R3

At · (Jt + ∂tEt) dx, (2.43)

where At := H ∗ Jt is the magnetic vector potential. Since we can interpret
∂tEt as a density current, one might define the magnetic vector potential
as H ∗ (Jt + ∂tE), and therefore (2.42) does not provide a relation between
magnetic energy and magnetic potential energy. We claim that (2.43) still
holds if At = H ∗ (Jt + ∂tE); thus, we may interpret ∂tEt as a lower order
term. Indeed, define a magnetic field with density current J̃t := Jt + ∂tEt,
that is, B̃ = ∇× (H ∗ J̃t), and a calculation analogous to (2.39) gives that∫

R3

|B̃t|2 dx =

∫
R3

(H ∗ J̃t) · J̃t dx−
∫
R3

(
∇ · (H ∗ J̃)

)2

dx. (2.44)

Notice that ∇ · (H ∗ J̃) = H ∗ (∇ · J + ∂tρt) = 0, hence the last term
vanishes. Moreover, since Et is irrotational, Bt = B̃t; thus, combining (2.43)
and (2.44), we conclude that∫

R3

(H ∗ ∂tEt) · (Jt + ∂tEt) dx = 0.

Therefore, had we defined the magnetic vector potential as H ∗ J̃ , (2.43)
would be unaltered.

Notice that if σE = 1, a bound as (2.40) gives that each energy term of Et
is bounded, since |J | < ρ a.e. in space-time. However, it does not provide, in
general, control of relativistic energy, electric and magnetic potential energies
if σE = −1 or σE = 0. If we also assume a higher integrability of f0 and
a suitable smallness condition on its norm, the next lemma can be used to
bound each energy.

Lemma 2.14. Let f ∈ L1(R6) ∩ Lq(R6) be a nonnegative function for some
q ≥ 1 and

√
1 + |v|2f ∈ L1(R6). Set p := 4q−3

3q−2
. Then ρ =

∫
R3 f(·, v) dv ∈

Lp(R3) and there exists a constant C > 0, depending only on q such that

‖ρ‖Lp(R3) ≤ C‖
√

1 + |v|2f‖θL1(R6)‖f‖1−θ
Lq(R6),

where θ := 3(q−1)
4q−3

.
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Proof. We begin choosing R > 0 splitting the integral of ρ on the sets {|v| <
R} and {|v| ≥ R}. Hence, for each x ∈ R3,

ρ(x) ≤ R3(q−1)/q‖f(x, ·)‖Lq(R3) +R−1‖
√

1 + |v|2f(x, ·)‖L1(R3).

By minimizing the right-hand side with respect to R, we have

ρ(x) ≤ C‖
√

1 + |v|2f(x, ·)‖3(q−1)/(4q−3)

L1(R3) ‖f(x, ·)‖q/(4q−3)

Lq(R3) .

Taking the Lp-norm on ρ and using Hölder’s inequality, the result follows.

As anticipated, if f0 satisfies

f0 ∈


L1(R6) if σE = 1;

L1(R6) ∩ L3/2(R6) if σE = 0;

L1(R6) ∩ L3/2(R6) and ‖f0‖L3/2(R6) ≤ ε if σE = −1

(2.45)

for some suitable ε > 0, the previous lemma allows us to bound each rela-
tivistic energy, electric and magnetic potential energies. Indeed, by Calderón-
Zygmund estimates and the Sobolev embedding, we have that

‖H ∗ ρt‖L6(R3) ≤ C‖D2(H ∗ ρt)‖L6/5(R3) ≤ C‖ρt‖L6/5(R3) (2.46)

for some universal constant C > 0. Combining (2.46) with Hölder’s inequal-
ity and Lemma 2.14 with p = 6/5 and q = 3/2 gives∫

R3

(H ∗ ρt)ρt dx ≤ ‖H ∗ ρt‖L6(R3)‖ρt‖L6/5(R3) ≤ C‖ρt‖2
L6/5(R3)

≤ C‖
√

1 + |v|2ft‖L1(R6)‖ft‖L3/2(R6).

(2.47)

Notice that ‖f‖L∞([0,∞);L3/2(R6)) ≤ ‖f0‖L3/2(R6) when the solution is built by
approximation (see (2.30)). Hence, if (2.40) holds, we already have a bound
of the relativistic energy in the pure magnetic case σE = 0, and by the
previous bound, we obtain the following boundedness of the magnetic and
electric potential energies (recall that |J | < ρ a.e. in space-time):∫

R3

(H ∗ Jt) · Jt dx ≤
∫
R3

(H ∗ ρt)ρt dx

≤ C‖f0‖L3/2(R6)

∫
R6

√
1 + |v|2f0(x, v) dx dv.
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Now, in the repulsive case σE = −1, we obtain by (2.40) and (2.47) that(
1− C‖f‖L∞([0,∞);L3/2(R6))

) ∫
R6

√
1 + |v|2ft(x, v) dx dv

≤
∫
R6

√
1 + |v|2f0(x, v) dx dv −

∫
R3

(H ∗ ρ0)ρ0 dx.

Assuming that f is built by approximation as before and that ‖f0‖L3/2(R6) <
1/C =: ε, we have a bound of the relativistic energy; therefore, by (2.47), the
electric and magnetic potential energies are bounded as well. This motivates
the following:

Definition 2.15. We say that f0 has every energy bounded if (2.38) and
(2.45) hold. Moreover, if ft also satisfies (2.40) for almost every t ∈ [0,∞),
then we say that ft has every energy bounded.

Remark 5. Notice that we need stronger assumptions on the initial data
compared to the nonrelativistic Vlasov-Poisson case for σE = −1, where it
is only needed that f0 ∈ L9/7(R3), with no smallness assumption (see [11]).
This is due to the fact that classical kinetic energy grows as |v|2, whereas the
relativistic energy as |v|.

We now prove that if f0 has every energy bounded, then we have a smooth
sequence (fn0 )n∈N and a mollified sequence of kernels (H ∗ ηkn)n∈N with uni-
form bounded energy. We denote by L∞c the space of bounded measurable
functions with compact support.

Lemma 2.16. Let ηk(x) := k3η(kx), where η is a standard convolution kernel
in R3. Let f0 be a nonnegative function with every energy bounded. Then
there exists a sequence (fn0 )n∈N ⊂ C∞c (R6) and a sequence (kn)n∈N such that
kn −→∞ and, by setting ρn0 =

∫
R3 f

n
0 (·, v) dv and Jn0 =

∫
R3 v̂f

n
0 (·, v) dv,

lim
n→∞

(∫
R6

√
1 + |v|2fn0 (x, v) dx dv +

σE
2

∫
R3

(H ∗ ηkn ∗ ρn0 )ρn0 dx

+
σB
2

∫
R3

(H ∗ ηkn ∗ Jn0 ) · Jn0 dx

)
=

∫
R6

√
1 + |v|2f0(x, v) dx dv +

σE
2

∫
R3

(H ∗ ρ0)ρ0 dx

+
σB
2

∫
R3

(H ∗ J0) · J0 dx.
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Proof. We split the proof in three steps: in Step 1, we assume that f0 ∈
L∞c (R6) and approximate it by a sequence of smooth functions with compact
support; in Step 2, we obtain the desired limit without the mollification of H;
in Step 3, we introduce the mollification of the kernel ηk ∗H, and conclude
that the limit holds if we extract a subsequence of k which depends on n.

Step 1: f0 ∈ L∞
c (R6). Consider smooth functions fn0 which converge

pointwise such that ‖fn0 ‖L∞(R6) ≤ ‖f0‖L∞(R6) and supp fn0 ⊂ BR for all n
for some R > 0. Thus, ‖Jn0 ‖L∞(R3,R3) < ‖ρn0‖L∞(R3) ≤ ‖ρ0‖L∞(R3), and
supp |Jn0 | ⊂ supp ρn0 ⊆ BR. Moreover, |H ∗ Jn0 | < H ∗ ρn0 < ∞ and
H ∗ ρn0 −→ H ∗ ρ0 and H ∗ Jn0 −→ H ∗ J0 in Lploc for every p, and we
conclude by dominated convergence that

lim
n→∞

(∫
R6

√
1 + |v|2fn0 (x, v) dx dv +

σE
2

∫
R3

(H ∗ ρn0 )ρn0 dx

+
σB
2

∫
R3

(H ∗ Jn0 ) · Jn0 dx

)
=

∫
R6

√
1 + |v|2f0(x, v) dx dv +

σE
2

∫
R3

(H ∗ ρ0)ρ0 dx

+
σB
2

∫
R3

(H ∗ J0) · J0 dx.

(2.48)

Step 2: f0 ∈ L1(R6) without mollification of H. By Step 1, it is
enough to approximate f0 by (fn0 )n∈N ⊂ L∞c (R6) with converging energies to
obtain (2.48). For this purpose, define

fn0 (x, v) := min{n,1Bn(x, v)f0(x, v)}, (x, v) ∈ R6.

Since H ≥ 0, the first two integrands on the left-hand side of (2.48) converges
monotonically, and we conclude by monotone convergence. Since |(H ∗ Jn0 ) ·
Jn0 | < (H ∗ ρ0)ρ0 a.e., and (H ∗ ρ0)ρ0 is integrable (since f0 has every energy
bounded), we conclude that the last integral on the left-hand side converges
by the dominated convergence.

Step 3: Approximation of the kernel. Given (fn0 )n∈N ∈ C∞c (R6)
provided by the previous two steps, we have

lim
k→∞

(∫
R3

(H ∗ ηk ∗ ρn0 )ρn0 dx+

∫
R3

(H ∗ ηk ∗ Jn0 ) · Jn0 dx

)
=

∫
R3

(H ∗ ρn0 )ρn0 dx+

∫
R3

(H ∗ Jn0 ) · Jn0 dx
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for every fixed n. Hence, there exists kn sufficiently large such that∣∣∣∣∣
∫
R3

(H ∗ ηkn ∗ ρn0 )ρn0 dx+

∫
R3

(H ∗ ηkn ∗ Jn0 ) · Jn0 dx

−
∫
R3

(H ∗ ρn0 )ρn0 dx−
∫
R3

(H ∗ Jn0 ) · Jn0 dx

∣∣∣∣∣ ≤ 1

n
,

and the lemma follows.

In what follows, we need the following result from [4, Lemma 3.3] that
we state for convenience of the reader.

Lemma 2.17. Let T > 0 and φ ∈ Cc((0, T )) be a nonnegative function.
Then, for every sequence (ρn)n∈N ⊂ C([0, T ]; M+(R3)) such that

sup
n∈N

sup
t∈[0,T ]

ρnt (R3) <∞

and

lim
n→∞

sup
t∈[0,T ]

∣∣∣∣∫
R3

ϕ d(ρnt − ρt)
∣∣∣∣ = 0 for every ϕ ∈ C∞c (R3). (2.49)

we have∫ T

0

φ(t)

∫
R3

H ∗ρt(x) dρt(x) dt ≤ lim inf
n→∞

∫ T

0

φ(t)

∫
R3

H ∗ηn ∗ρnt (x) dρnt (x) dt,

(2.50)

Although the previous lemma is enough for σE ∈ {0, 1}, we need a slight
higher integrability assumption in the gravitational case σE = −1. This is
due to the fact that we obtain (2.40) by a lower semicontinuity argument,
and (2.50) is not sufficient if the electric potential energy is nonpositive.
Nonetheless, if ρ ∈ L6/5, we obtain (2.50) with a limit and an equality, and
we prove it in the next lemma.

Lemma 2.18. Let ρn, ρ ∈ L∞([0, T ];L1(R3)∩L6/5(R3)) in the same setting
as Lemma 2.17. Moreover, assume that

sup
n∈N

sup
t∈[0,T ]

‖ρnt ‖L6/5(R3) <∞. (2.51)
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Then

lim
n→∞

∫ T

0

φ(t)

∫
R3

H ∗ ηn ∗ ρnt (x) dρnt (x) dt =

∫ T

0

φ(t)

∫
R3

H ∗ ρt(x) dρt(x) dt.

(2.52)

Proof. Notice that∫
R3

H ∗ ηn ∗ ρnt (x)ρnt (x)−H ∗ ρt(x)ρt(x) dx

=

∫
R3

H ∗ ηn ∗ (ρnt (x)− ρt(x))ρnt (x) dx

+

∫
R3

H ∗ (ηn ∗ ρt(x)− ρt(x))ρnt (x) dx

+

∫
R3

H ∗ ρt(x)(ρnt (x)− ρt(x)) dx =: I1 + I2 + I3.

Now, by (2.46) and Hölder inequality, we obtain that

|I2| ≤ C‖ηn ∗ ρt − ρt‖L6/5(R3) sup
n∈N
‖ρnt ‖L6/5(R3).

Letting n −→ ∞, we obtain that I2 vanishes. We now define ζk ∈ C∞c (R3)
as a cutoff function in the annular set Bk \B1/k, namely,

ζk = 1 in Bk \B1/k;

ζk = 0 in Bc
k+1 ∪B1/(k+1);

0 ≤ ζk ≤ 1 in R3.

We write I3 as

|I3| ≤
∣∣∣∣∫

R3

H ∗ ρt(x)(ρnt (x)− ρt(x))ζk(x) dx

∣∣∣∣
+

∣∣∣∣∫
R3

H ∗ ρt(x)(ρnt (x)− ρt(x))(1− ζk(x)) dx

∣∣∣∣
We want to take first the limit n −→∞ and after k −→∞ to be able to use
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(2.49). Now, by (2.46), we obtain∣∣∣∣∫
R3

H ∗ ρt(x)(ρnt (x)− ρt(x))(1− ζk(x)) dx

∣∣∣∣
≤

∣∣∣∣∣
∫
B1/k∪Bck

H ∗ ρt(x)(ρnt (x)− ρt(x)) dx

∣∣∣∣∣
≤ C‖ρt‖L6/5(R3) sup

n∈N
‖ρnt − ρt‖L6/5(B1/k∪Bck).

Defining measures dµnt := (ρnt − ρt)6/5dx and µ := supn∈N µ
n, by (2.51) and

the continuity from below for measures gives that

lim
k→∞

sup
n∈N

∫
B1/k∪Bck

(ρnt − ρt)6/5 dx = lim
k→∞

µt(B1/k ∪Bc
k)

= µt
(
∩∞k=1B1/k

)
+ µt (∩∞k=1B

c
k) = 0,

and we conclude that second term vanishes as k −→∞. Now, we bound the
first term by

‖H ∗ ρt‖L∞(Bk+1\B1/(k+1))

∣∣∣∣∫
R3

ζk(ρ
n
t (x)− ρt(x)) dx

∣∣∣∣
By Young’s inequality, we have

‖H ∗ ρt‖L∞(Bk+1\B1/(k+1)) ≤ ‖H‖L∞(Bk+1\B1/(k+1))‖ρt‖L1(R3) <∞.

Hence, by (2.49), I3 vanishes as n −→ ∞ and k −→ ∞. Analogously, we
have

|I1| =
∣∣∣∣∫

R3

H ∗ ηn ∗ ρnt (x)(ρnt (x)− ρt(x)) dx

∣∣∣∣
≤ ‖H ∗ ρnt ‖L∞(Bk+1\B1/(k+1))

∣∣∣∣∫
R3

ζk(ρ
n
t (x)− ρt(x)) dx

∣∣∣∣
+ C sup

n∈N
‖ρnt ‖L6/5(R3) sup

n∈N
‖ρnt − ρt‖L6/5(B1/k∪Bck),

and by the same argument as before, I1 vanishes as n −→ ∞ and k −→ ∞,
and the lemma follows.
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We now want to rigorously justify (2.41) for |J | < ρ ∈ L1(R3). Actually,
the same argument yields the result for |J | < ρ ∈ M+(R3). The following
lemma gives (2.41) with an inequality; in particular, the magnetic potential
energy is nonnegative.

Lemma 2.19. For every |J | < ρ ∈ L1(R3) nonnegative,∫
R3

|∇(H ∗ ρ)|2 dx ≤
∫
R3

(H ∗ ρ)ρ dx;∫
R3

|∇ × (H ∗ J)|2 dx ≤
∫
R3

(H ∗ J) · J dx−
∫
R3

(∇ · (H ∗ J))2 dx.

(2.53)

In particular, we obtain that the magnetic potential energy is nonnegative.

Proof. We split the proof similarly to Lemma 2.16:
Step 1: Ji, ρ ∈ L∞

c (R3). Consider first ρ, J smooth compactly sup-
ported functions, and perform an integration by parts to obtain∫

BR

|∇(H ∗ ρ)|2 dx =

∫
BR

(H ∗ ρ)ρ dx+

∫
∂BR

H ∗ ρ∇(H ∗ ρ) · νBR dH 2;∫
BR

|∇ × (H ∗ J)|2 dx =

∫
BR

(H ∗ J) · J dx−
∫
R3

(∇ · (H ∗ J))2 dx

−
∫
∂BR

[(H ∗ J)× (∇× (H ∗ J))] · νBR dH 2

+

∫
∂BR

∇ · (H ∗ J)H ∗ J · νBR dH 2.

The same identity holds for Ji, ρ ∈ L∞c (R3) by approximation for each com-
ponent i ∈ {1, 2, 3}. Since H ∗ µ and ∇(H ∗ µ) decay as R−1 and R−2

when evaluated at ∂BR for all µ ∈ L∞c (R3), the boundary terms vanish as
R −→∞, and we obtain that (2.53) holds with an equality.

Step 2: Ji, ρ ∈ L1(R3). We consider the truncations

ρn := min{n,1Bn(x, v)ρ}, Jni := min{n,1Bn(x, v)Ji}.

Since H ≥ 0, by monotone convergence and Step 1 we obtain that∫
R3

(H ∗ ρ)ρ dx = lim
n→∞

∫
R3

(H ∗ ρn)ρn dx = lim
n→∞

∫
R3

|∇(H ∗ ρn)|2 dx.
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Moreover, since |J | < ρ, by dominated convergence and Step 1 we obtain
that ∫

R3

(H ∗ J) · J dx = lim
n→∞

∫
R3

(H ∗ Jn) · Jn dx

= lim
n→∞

∫
R3

|∇ × (H ∗ Jn)|2 dx

+ lim
n→∞

∫
R3

(∇ · (H ∗ Jn))2 dx.

Assuming without loss of generality that (H ∗ ρ)ρ ∈ L1(R3), we get bounded
sequences (∇(H∗ρn))n∈N, (∇·(H∗Jn))n∈N, and (∇×(H∗Jn))n∈N in L2. Since
each sequence converges in the sense of distributions to ∇(H ∗ρ), ∇· (H ∗J),
and ∇× (H ∗ J), respectively, and the lower semicontinuity of the L2-norm
with respect to the weak convergence, we conclude (2.53).

Finally, we prove our third main result.

Proof of Theorem 2.4. The proof of existence of renormalized solutions be-
gins similarly to the proof of Theorem 2.3: let (fn0 )n∈N ⊂ C∞c (R6) and (kn)n∈N
given by Lemma 2.16. By Steps 1-3 in the proof of Theorem 2.3 we get a
sequence of smooth functions fn satisfying (7) with initial condition fn0 and
kernel Kn (see Proposition 2.13) such that

fn −⇀ f weakly in L1([0, T ]× R6) for any T > 0;

ρn −⇀ ρeff weakly* in L∞((0,∞); M+(R3));

|Jeff | < ρeff as measures;

∂tρ
eff +∇ · Jeff = 0 as measures with initial condition ρ0,

(2.54)

where ρnt (x) :=
∫
R3 f

n
t (x, v) dv. Analogously to (2.30), we have that for σE ∈

{−1, 0},

‖fnt ‖L3/2(R6) ≤ ‖f0‖L3/2(R6), ‖ft‖L3/2(R6) ≤ ‖f0‖L3/2(R6) for a.e. t ∈ [0,∞).
(2.55)

Moreover, since (2.39) holds for classical solutions and f0 has every energy
bounded, we obtain that

sup
n∈N

sup
t∈[0,∞)

∫
R6

√
1 + |v|2fnt dx dv ≤ C, (2.56)
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and by the lower semicontinuity of the relativistic energy we deduce that, for
every T > 0,∫ T

0

∫
R6

√
1 + |v|2ft dx dv dt ≤ lim inf

n→∞

∫ T

0

∫
R6

√
1 + |v|2fnt dx dv dt ≤ CT.

(2.57)
We now claim that ρeff = ρ and, consequently, J = Jeff , where |J | < ρ ∈
L∞((0, T );L1(R6)) as in (7). For this, consider ζk : R6 −→ [0, 1] a nonnega-
tive function which equals 1 inside Bk and 0 in Bc

k+1 and compute∫ ∞
0

∫
R3

(ρnt − ρt)ϕt dx dt =

∫ ∞
0

∫
R6

(fnt (x, v)− ft(x, v))ϕt(x)ζk(v) dv dx dt

+

∫ ∞
0

∫
R6

fnt (x, v)ϕt(x)(1− ζk(v)) dv dx dt

+

∫ ∞
0

∫
R6

ft(x, v)ϕt(x)(ζk(v)− 1) dv dx dt.

By the weak convergence in L1 in (2.54), the first term vanishes as n −→∞.
The second and third terms can be estimated using (2.56) and (2.57):∣∣∣∣∣

∫ ∞
0

∫
R6

fnt (x, v)ϕt(x)(1− ζk(v)) dv dx dt

+

∫ ∞
0

∫
R6

ft(x, v)ϕt(x)(ζk(v)− 1) dv dx dt

∣∣∣∣∣
+
‖ϕ‖L∞((0,∞)×R3)

k

∫ Tϕ

0

∫
R6

√
1 + |v|2fnt dx dv dt

+
‖ϕ‖L∞((0,∞)×R3)

k

∫ Tϕ

0

∫
R6

√
1 + |v|2ft dx dv dt

≤
CTϕ‖ϕ‖L∞((0,∞)×R3)

k
,

where Tϕ is the time support of ϕ. Letting k −→ ∞, we conclude that ρn

converges to ρ weakly* in L∞((0,∞); M+(R3)), which combined with (2.54)
gives that ρ = ρeff . Hence, by (2.54) and Lemma 2.12, we conclude that
J = Jeff , and in Steps 4 and 5 in the proof of Theorem 2.3, we obtain a
global Lagrangian (hence renormalized) solution ft ∈ C([0,∞);L1

loc(R6)) of
(7) with initial datum f0.
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We now prove properties by a lower semicontinuous argument on the
energy of fn.

Step 1: Bound on the total energy for L 1-almost every time.
We use the weak convergence of fn (see (2.54)) with φ(t)

√
1 + |v|2χr(x, v)

as a test function, where φ ∈ C∞c ((0,∞)) and χr ∈ C∞c (R6) are nonnegative
functions, with χr being a cutoff between Br and Br+1, we obtain∫ ∞

0

∫
R6

ft(x, v)
√

1 + |v|2φ(t)χr(x, v) dv dx dt

≤ lim inf
n→∞

∫ ∞
0

φ(t)

∫
R6

√
1 + |v|2fnt (x, v) dv dx dt.

Taking the supremum with respect to r, we deduce that∫ ∞
0

φ(t)

∫
R6

√
1 + |v|2ft(x, v) dv dx dt

≤ lim inf
n→∞

∫ ∞
0

φ(t)

∫
R6

√
1 + |v|2fnt (x, v) dv dx dt.

(2.58)

Since φ is arbitrary, we have that
√

1 + |v|2ft ∈ L1
loc(R6) for almost every

t. Moreover, since we can decompose the density current as J = V ρ (see
remark after Definition 2.11), where |V | < 1 a.e. in spacetime, we have that

sup
t∈[0,∞)

∫
R3

|Vt(x)| dρt(x) <∞,

hence by [2, Theorem 8.1.2], we have that ρt has a weakly* continuous rep-
resentative. Furthermore, since ρn satisfies a similar continuity equation, by
the proof of [2, Theorem 8.1.2], we have that∣∣∣∣∫

R3

(ρnt − ρns )ϕ dx

∣∣∣∣ ≤ ‖ϕ‖C1(R3)

∫ t

s

∫
R3

|V n
r |ρnr dx dr ≤ C|t− s|

for all ϕ ∈ C∞c (R3), which gives that the map t 7−→
∫
R3 ϕ dρnt is equicontin-

uous. By the weak* convergence of ρn to ρ in L∞((0,∞); M+(R3)), we have
a uniform boundedness, thus Arzelà-Ascoli theorem implies that

lim
n→∞

sup
t∈[0,T ]

∣∣∣∣∫
R3

ϕ d(ρnt − ρt)
∣∣∣∣ = 0 for every ϕ ∈ C∞c (R3). (2.59)
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Combining the above with the fact that ρnt is uniformly bounded with respect
to n and t, by Lemma 2.17 we obtain∫ ∞

0

φ(t)

∫
R3

H∗ρt(x) dρt(x) dt ≤ lim inf
n→∞

∫ ∞
0

φ(t)

∫
R3

H∗ηkn∗ρnt (x) dρnt (x) dt.

(2.60)
Combining (2.58), (2.60), and (2.39), we conclude that for σE ∈ {0, 1}∫ ∞

0

φ(t)

(∫
R6

√
1 + |v|2ft(x, v) dv dx+

σE
2

∫
R3

H ∗ ρt(x)ρt(x) dx

)
dt

≤ lim inf
n→∞

∫ ∞
0

φ(t)

(∫
R6

√
1 + |v|2fn0 (x, v) dv dx

+
σE
2

∫
R3

H ∗ ηkn ∗ ρn0 (x)ρn0 (x) dx

)
dt

=

(∫ ∞
0

φ(t) dt

)(∫
R6

√
1 + |v|2f0(x, v) dv dx

+
σE
2

∫
R3

H ∗ ρ0(x)ρ0(x) dx

)
.

The case σE = −1 is subtler: by (2.58) and (2.39) we have that∫ ∞
0

φ(t)

(∫
R6

√
1 + |v|2ft(x, v) dv dx− 1

2

∫
R3

H ∗ ρt(x)ρt(x) dx

)
dt

≤ lim inf
n→∞

∫ ∞
0

φ(t)

(∫
R6

√
1 + |v|2fnt (x, v) dv dx

− 1

2

∫
R3

H ∗ ρt(x)ρt(x) dx

)
dt

≤
(∫ ∞

0

φ(t) dt

)(∫
R6

√
1 + |v|2f0(x, v) dv dx− 1

2

∫
R3

H ∗ ρ0(x)ρ0(x) dx

)
+

1

2
lim sup
n→∞

∫ ∞
0

φ(t)

(∫
R3

H ∗ ηkn ∗ ρnt (x)ρnt (x)−H ∗ ρt(x)ρt(x) dx

)
dt

Notice that by (2.57), (2.55) and (2.46), we have for every T > 0,

sup
t∈[0,T ]

‖ρt‖L6/5(R3) + sup
n∈N

sup
t∈[0,T ]

‖ρnt ‖L6/5(R3) <∞.
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Thus, by Lemma 2.18, we obtain that the last term equals 0. Since φ was
arbitrary and since f0 has every energy bounded, we conclude that ft has
every energy bounded for L 1-almost every t ∈ (0,∞).

Step 2: Bound on the total energy for every time. Notice that the
relativistic and electric potential energy is lower semicontinuous with respect
to the strong L1

loc and weak* M+ convergences, respectively. Hence, by the
continuity of t 7−→ ft ∈ L1(R6) and t 7−→ ρt ∈ M+(R3) for the L1

loc and
weak* M+ convergences, respectively, combined with Step 1, we have that
for tn −→ t̄ ∈ [0,∞) such that (2.40) holds for all tn, we may pass the limit
and obtain (2.40) for t = t̄.

Step 3: Strong L1
loc-continuity of the ρ, J, E, B. Given t ∈ [0,∞),

let tn −→ t. Fix r > 0, and for any R > 0∫
Br

∫
R3

|ftn − ft| dv dx ≤
∫
Br

∫
BR

|ftn − ft| dv dx

+R−1

∫
Br

∫
R3

√
1 + |v|2(ftn + ft) dv dx.

By the uniform boundedness of the relativistic energy with respect to time
and the L1

loc continuity of ft, by taking the limit in n and then in R, we
conclude that ρtn −→ ρt in L1

loc. Moreover, since |v̂| < 1, we have∫
Br

|Jtn − Jt| dx <
∫
Br

∫
R3

|ftn − ft| dv dx −→ 0,

thus Jtn −→ Jt in L1
loc. Finally, since K ∈ L1

loc and |J |(R3) < ρ(R3) < ∞,
we conclude that Et, Bt are also strongly continuous in L1

loc(R3).
Step 4: Globally defined flow. We can combine the fact that ft has

every energy bounded and Lemma 2.19 to obtain that

Et, Bt ∈ L∞([0,∞);L2(R3)),

thus by Corollary 2.10 we conclude that the trajectories of the maximal
regular flow starting at any given t do not blow up for ft-almost every (x, v) ∈
R6.

Step 5: Strong L1-continuity of f . By Theorem 2.2 and L1
loc-

continuity of ft, we deduce that finite energy solutions conserve mass, i.e.,
ρt(R3) = ρ0(R3) for every t ∈ [0,∞). In particular, solutions are strongly
continuous in L1(R6) and not only L1

loc(R6) (see [4, Theorem 4.10]).
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Future problems

We now discuss further desirable results concerning the regularity of the
free boundary associated to (3) and the Lagrangian structure obtained in
Appendix 2 for the relativistic Vlasov-Maxwell system. Once again, due to
the different nature of problems, we split the section in two parts.

Free boundary regularity

Since existence, uniqueness and (almost) optimal regularity of solutions of (3)
are achieved in chapter 1 (see Theorem 1.32), a natural problem arises: does
the free boundary ∂{u = ψ} have some regularity? The answer is affirmative
for the fractional heat equation, that is, when b ≡ 0, r ≡ 0, I ≡ 0, and for
a obstacle ψ with regularity ψ ∈ C4, with ‖Dkψ‖L∞(Rn) <∞ for 1 ≤ k ≤ 4,
and it was proven in [5]. Their main result states that there exists α > 0
such that free boundary is C1,α in space-time near regular points, i.e, points
(t0, x0) such that u−ψ have subquadratic growth in the fractional parabolic
cylinder Qr(t0, x0). We remark that although that the regularity result of [7]
comprehends the full range 0 < s < 1, the free boundary regularity obtained
in [5] is restricted to s > 1/2 due to the space scaling slower than time
in this setting. Moreover, its proof heavily uses the scale invariance of the
fractional heat equation, thus its adaptation for the full problem (3) is not
straightforward. Nonetheless, it is expected that a similar result holds, since
the regularity is given by the fractional heat operator and R is a lower order
operator with respect to (−∆)s.

We remark that one can investigate if the regularity of solutions of (3) is

optimal, that is, if one can improve the time derivative regularity to C
1−s
2s

,1−s
t,x ,

however this is an open problem even for the fractional heat equation.
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Lagrangian structure for relativistic Vlasov-

Maxwell system

We now recall that the system (7) is in fact a approximation of the relativistic
Vlasov-Maxwell system

∂tft + v̂ · ∇xft + (Et + v̂ ×Bt) · ∇vft = 0;

ρt(x) =
∫
R3 ft(x, v) dv, Jt(x) =

∫
R3 v̂ft(x, v) dv;

∇ · Et(x) = ρt(x), ∂tBt(x) +∇× Et(x) = 0;

∇ ·Bt(x) = 0, ∂tEt(x)−∇×Bt(x) = −Jt(x);

ft=0 = f0.

(2.61)

Thus, it is natural to ask if the results of Appendix 2 (namely, Theorem 2.2,
Theorem 2.3 and Theorem 2.4) can be extended to (2.61). The main dif-
ficulty at adapting the results is the lack of explicit representation of the
electromagnetic field. In particular, the finite initial energy assumption in
Theorem 2.4 probably does not work for a general electromagnetic field, since
the potential energy and the electromagnetic energy may not have a simple
relation as (2.41). One alternative is to use the Jefimenko equations [22] in
order to recover an explicit form for the electromagnetic field, but additional
difficulties arise, such as desynchronization of fields and sources, besides time
derivatives of sources in the formula for such equations. Moreover, most of
tools developed in [4] and its adaptations in Appendix 2 heavily use the
explicit form of fields, thus preventing a straightforward generalization.
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