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ABSTRACT

Process and environmental variations are a great chalteraigck network designers.
Variations effect on the clock network delays can not be ipted, hence it can not be
directly accounted in the design stage. Clock mesh-basadtstes (i.e. clock mesh,
clock spines and crosslinks) are the most effective way lerdte variation effects on
delays. Clock meshes have been used for a long time in miaegsor designs and
recently became supported by commercial tools in the ASEmydelow. Although clock
meshes have been known for some time and its use in ASIC dissiggreasing, there is
a lack of good analysis and optimization strategies forlcineshes. This thesis tackles
both problems.

Chapter 1 presents a basic introduction to clock distrilodiiod important definitions.
A review of existent clock dsitribution design strategiepiesented in chapter 2. A study
about the clock distribution architecture used in severatoprocessor and a comparison
between mesh-based and pure tree clock distribution anthies is shown in chapter 3.2.
A methodology for enabling and speeding up the simulatidargje clock meshes is pre-
sented in chapter 4. The proposed analysis methodologyhveasiso enable the parallel
evaluation of large clock meshes with an error smaller tHan Chapter 5 presents two
optimization strategies, a new mesh buffer design and a mé#dr sizing algorithm. The
new mesh buffer design was proposed improving clock skew2By @nd clock power by
59%. The mesh buffer sizing algorithm can reduce clock ske®38%, power consump-
tion by 20% with at the cost of a 26% slew increase. At last @ions are presented on
chapter 6.

Keywords: Clock, Clock mesh, Skew, High performance, MicroprocessaniaWility.






Analise e Otimizacéo de Arquiteturas de Reldgio do Tipo Malha

RESUMO

VariacOes ambientais e de processo representam um grasaf@deser vencido pelas
redes de distribuicao de relégio. O efeito das variacdesainasos da rede de distribuicao
de relégio ndo pode ser previsto com precisdo e portanto adenp ser diretamente
considerados no projeto das redes de distribuicdo de celdgstruturas baseadas em
clock meshes (i.e. clock mesh, clock spines e crosslinksas@aneira mais eficiente
de proteger a rede de reldgio do efeito das variacdes naoatr@lock meshes tem sido
utilizados por bastante tempo no projeto de microprocessack recentemente foram
incluidos no fluxo de sintese de ASICs. Embora o uso de clockesessteja aumentando
h& uma grande necessidade por métodos de analise e otimdag@inesmos. Essa tese
propde solucdes para ambos os problemas. Uma metodolagigganitir a simulacéo
elétrica de clock meshes grandes € proposta. O método poquEasnite que a simulagéo
dos clock meshes seja paralelizada com um erro menor que L%s Metodologias de
otimizacdo também séo propostas nessa tese. A primeirgsteas um algoritmo para
dimensionamento para os mesh buffers. Esse algoritmo {geque o clock skew e o
consumo de poténcia sejam reduzidos ao custo de aumentaclostew. O segundo
método de otimizacdo proposto consiste em um novo projet gmmesh buffers. O
novo mesh buffer € capaz de reduzir o clock skew em 22% e o sunde potencia em
59%.

Palavras-chave:Distribuicdo de Relogio, Desempenho, Variabilidade.
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1 INTRODUCTION

The clock is the most important signal in any synchronousgdeslt controls the
instant data is stored inside every sequential elementlotkdiming is not extremely
accurate, invalid data can be stored inside sequentialegiesnThe clock period must be
defined in such a way that data will always be ready and stateé clock edge arrives
at the clock sinks.

Figure 1.1 shows the timing parameters that must be corsldersafely determine
clock frequency. Assume thdt x(n)’ is clock arrival time at flip-flop A, at clock cycle
n andTok(n + 1) is clock arrival time at flip-flop B during clock cycle: + 1). Data
propagation time throught flip-flop A is represented’Bb¥»r,. Combinational logic
delay is represented b§- and flip-flop B setup time is represented By 5. Clock
period,Tcrock, IS defined by equation 1.1.

Terock > TPrpa+Te +TSprg + (Tex(n) — Tox(n+ 1)) (1.1)

Equation 1.1 represents a lower bound to the clock period.asBure the correct
behavior of a synchronous design it is necessary to guardnét equation 1.1 is going
to be respected for any path connecting any two flip-flops éndiasign. Besides that, it
Is also required that all delays associated to the comlbinaiteand to the sequential logic
of the design obey the robustness property (GUNTZEL, 2008) @ll sequential and
combinational delays have to be a safe upper bound for tialadtlays).

As can be seen in equation 1.1 the clock period has to be Iigarthe sequential
delays plus the combinational delays plus the differentedxen the clock arrival time at
the flip-flopsA and B for any clock cycle. Since clock arrival time can change fioytle

TP ffa Tc TS ffb

> >

Data In | Data Out

Tck_(n)’ Tck_(n+1)"’
m% |
|

Figure 1.1: Clock period definition.
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to cycle due to the effect of environmental variations anerdpund on the maximum
difference between the two arrival times has to be consitedgen defining the clock
period. Besides accounting for clock arrival time variasidhe clock period also has
to consider the maximum difference between clock arrivales at any two flip-flops
connected by a combinational path.

The maximum difference between all clock arrival times ajusmtial elements input
is called clock skew. As discussed above, in order to as$atedata will be ready to
be stored when clock edge arrives at a sequential elemesipéicessary to account for
the clock skew in the clock period definition. Therefore iingortant to design a clock
network in which clock arrival times are almost the same fosequential elements, i.e.,
clock skew is much smaller than clock period.

Clock skew affects not only the clock period definition bubetise timing constraints
related to fast paths in combinational logic. Fast pathscearse the circuit to fail when-
ever clock skew is larger than the path delay added to theagaimn delay of the input
flip-flop and to the hold delay of the output flip-flop. Considerihe example illustrated
in figure 1.1 the minimum delay allowed to any path connectiimgflops A and B is
defined by equation 1.2 in whichHrrp represents the hold time for flip-flop. This
condition is also known as race condition (WESTE; ESHRAGHIARS5). To assure
the correct behavior of the design all race conditions mastdtisfied.

Tpc > THFFB — TPFFA + (TCK(n>/ — TCK(” + 1)”) (12)

Avoiding race condition is easy since it is necessary onigdcease the delay of paths
that violate this condition. RESTLE et al. (2001) discussenore details how to address
this problem.

1.1 Definitions

In order to make the comparisons and analysis presentecindkt sections clear
some important concepts related to the clock signal timiegdefined in this section.
Section 1.1.1 defines how to compute clock arrival timesaygehnd transition times.
Section 1.1.2 defines the meaning of clock skew and sectib tlefines what clock
jitter is. Sections 1.1.4 and 1.1.5 discusses the diffearebetween process variations and
environmental variations and their effects on clock timing

1.1.1 Clock Timing

In this work the clock arrival time at a given node At(n), is given as the time
when the voltage at reached/dd/2 during a transition. Arrival times are measured with
respect to the time the simulation starts. Arrival times lbarmeasured during both, rise
and fall transitions, in either case arrival times are messatl/ dd/2.

Given a circuit elementy with 7 inputs and a single output, the delay Bfwith
respect to the inpuf, j > 0 A j < ¢, is given by the difference between the sig-
nal arrival time in the output oé minus the signal arrival time in the inpytof e,
D(E,j) = At(E.u) — At(E;). Therefore the delay ob', D(FE) is defined ad)(E) =
maz;D(E, j) = At(E,.) — At(E;). Delays can be associated with fall and rise transi-
tions, a fall delay is associated with a falling transitiontihe output ofE, while a rise
delay is associated to a rise transition.

Another important timing characteristic of the clock sibisahe time it takes during
a transition, this is called clock slew. In a falling trarit clock slew at a given node,
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Slparr(n), is defined as the time when the voltageataches 10% oV dd minus the
time it reaches 90% df dd, i.e.,Slparr(n) = Twow — Toow, | Va(Ti0%) = Vddx0.1A
Va(Tooy) = Vddx0.9, whereV,,(T) is voltage at the node at the timeT". Analogously,

the rise slew can be defined &:z;52(n) = Toow, — Twow | Vi(Toow) = Vddx0.9 A
Va(Thow) = Vddx0.1. 1t should be noticed that the rise slew can only be computed
during a rise transition while the fall slew can only be conegoluduring a fall transition.

1.1.2 Clock Skew

Considering a set containinginstancesd = (i, i1, ...,,) and a set withn clock
sinks S = (s, S2, ..., Sm), @ path,p, can be defined as = (F, F'), whereE C I and
F = (siys;) | si,s; € S. Acircuit C is defined ag” = (p1, po, ..., pn). Let us define
the clock propagation time from the clock source to a clock si € S asD(s). Now
consider a functiomronn(C, s;, s;) that is defined as:

1 if3p=(sus)ep | osns €S
COH’I’L(C, Szvs]) - { 0 if —Elp = (Si;sj) €p | Siy 8j S

The clock skewSk, for a circuitC can be defined as:

(1.3)

Sk(C) = {max,,,,(|D(s;) — D(s;)|) | conn(s;,s;) =1V conn(s;,s;) =1} (1.4)

The definition presented by equation 1.4 means that the dkew of a circuit is
given by the maximum difference at the clock arrival timerat tawo flip-flops connected
through some combinational path. Although the circuit togg is fixed the circuit de-
lays may not be. Since clock skew may change according tepsoand environmental
variations it is necessary to model its effect on clock deldy account for this variation
another concept is used, the concept of clock jitter.

1.1.3 Clock Jitter

Clock signal behavior has become extremely non-deterranisie to the effect of
variability sources. The clock jitter concept quantifies #ffect of variability on clock
timing behavior. Consider that for a given circuit the clockwel time observed at a clock
sink A is described by the histogramClock Arrival Time Histogranof figure 1.2 while
the arrival time observed for a clock sirik is described by histograf Clock Arrival
Time Histogram Comparing both histograms it can be seen that the smallddtegest
arrival times observed are the same foand B but histogramA has a higher occurence
of values closer to its mean while histogrdsrarrival times are further spread away from
the mean. If the clock arrival time variation for clock sinksand B were modeled only
by the minimum and maximum values observed the informatlmsuthow the arrival
times are spread between the minimum and maximum valuesiveubst.

Assuming that the clock arrival time at a given clock skinis modeled according to
a given Gaussian probability density function (PDF) ddxxtiby the mean and standard
deviation pair(u, o) the jitter ats, J(s), is defined as/(s) = 3 x o. By assuming that
arrival times are Gaussian distributions and describittgrjas three times the standard
deviation the information regarding how the arrival times distributed is preserved and
can be precisely retrieved.

Many authors study how to better model the effect of vargbdources using dif-
ferent PDFs. The formal definition of jitter presented absvealid in the scope of this
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'A' Clock Arrival Time Histogram 'B' Clock Arrival Time Histogram
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Figure 1.2: Clock arrival time histogram.
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Figure 1.3: SSTA in clock skew computation.

work only. If arrival times are modeled in any other way thgn@Gaussian distributions
the definition of jitter may change. In a broader senseyjdten be defined as how, and
how much the arrival time of a signal changes in respect te.tim

1.1.4 Process Variability

Process variability describes any source of variabiligt tiffects the performance of
a chip due to variations in the fabrication process. Theceffiéprocess variability in the
performance of ICs has become a major concern for chip desigtigrocess variations
are not taken into account in early design stages final ptamugield will be low.

Process variability has to be accounted in a statisticdlidas Process variability
effects on different circuit parameters are obtained bysueag a set of samples. By
knowing the probability distribution for each electricarpmeter value, a chip can be
designed accounting for the effect of process variabilityts electrical behavior.

Figure 1.3 shows the different methodologies used to censfte effect of process
variations in the circuit timing affect the final yield. Itehld be noticed that the values
presented in the example above are very rough and its onpyoparis to illustrate how
process variations should be dealt. By performing a steaistinalysis on the delay dis-
tribution of each gate for all the paths, it is possible to pate the delay distribution for
each path in the clock network. The mean for the delay digioh of a path corresponds
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to the sum of the mean of the delay distribution for each gette. mean value means that
there is a 50% chance that the actual delay of a path will bélentaan the mean and
50% chance it will be greater than it. Considering the slowkstk path in the clock net-
work, it means that half of fabricated circuits will presentlelay smaller than the mean
delay for this path. The same is true for the fastest pathenctbck network. 75% of
fabricated circuits will not properly work because one agé situations will happen:

e The delay of the slowest and the fastest path will be smdikan the mean delay.
e The delay of the slowest and the fastest path will be fastar the mean delay.

e The delay of the slowest path will be smaller than the meaaydahd the delay of
the fastest path will be faster than the mean delay.

This design strategy represents a large yield loss. Onepaplprto maximize fabri-
cation yield is to replace nominal gate delays by safe loveemls and upper bounds to
compute safe delay estimates. Let us assume that for theslawstead of using delays
of 5 and 4 for the first and second inverters respectivelyasbf 3 and 2 are used. As it
was mentioned before it is know that 50% of the times the fmatiter will be faster than
5, therefore, if we assume that the delay of the first invast& maybe only 5% of the
times the delay of this inverter will be smaller than 3. Themeadea can be applied to the
second inverter in the fastest path. If conservative eséisnare added up the final path
delay is 5 instead of 9 when nominal values are considere@. aflalogous procedure
can be applied to the slowest path. The final delay estimatesade for a great majority
of chips but they are also very conservative and may demamnd eftort from the chip
designer to meet the timing constraints.

To maximize fabrication yield and reduce the timing anaysessimism the design
should be analyzed statistically-wise. Instead of addipganservative gate delays es-
timates each path delay should be computed by adding up tfes Ripresenting each
gate delay. In the example presented in figure 1.3, if 7 ismasduo be the delay for the
fastest path only 5% of the times this path will present aydstaaller than 7; while for
the slowest path if 17 is used instead of 15 only 5% of the tithespath will present
a delay larger than 17. This means than only 9.75% of the teitesr the slowest or
the fastest paths will present a delay that violates thenasti. Computing PDFs for cir-
cuit delays reduces the timing analysis pessimism becaa®eounts to the fact that if
a gate was slowed down it can be compensated by other gateasathget faster due to
process variations also. Another advantage is that stafisinalysis allows a much better
prediction of yield.

1.1.5 Environmental Variability

Environmental variations are variations in the electrioahavior of the circuit ele-
ments caused by temperature, crosstalk or voltage varg@tidhis sort of variation can
not be treated in the same way as process variations are. dvess with a very low
probability may happen since they are a result of the enmiient variations. Changes in
the operating environment can occur at any minute.

Variations in the supply voltage level are the most signifiGnvironmental variation
effect affecting the clock network. Supply level variaoare caused by the IR drop
effect. When data switches, capacitances are charged bytBenétwork and discharged
through GND. In order to charge and discharge the capa@sarurrent flows through the
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power supply lines. Since power supply lines are not zerstaaxe lines current flowing
through their lines causes voltage to drop (for VDD) or riee GND). More details about
IR drop effect on clock skew can be found at (SALEH et al., 2000

It is necessary to be pessimistic when treating environaheatiations. This is done
by analyzing the circuit at different corners. For a set ofiemmental parameters in
which E = (eg, e1, ..., e,,), €ach corner is a set of valuég where each value corresponds
to one environmental parameter. For each set of values doener)V;, Vi, ..., V,, the
circuit has to be evaluated. Corner values have to be cayefnisen to guarantee that
after the evaluation of all corners the worst case scena®eavaluated.

1.2 Motivation

Design of clock distribution architectures for synchrosaligital circuits is an in-
creasing complexity task. As technology advances, scaliogs designing faster com-
binational blocks. (MEHROTRA; BONING, 2001) shows that pregand environmental
variations are responsible for increasing clock skew inganson to clock period. It is
shown that clock skew due to variations divided by clock getlmost doubles from a
180nm technology to a 50nm technology. Since delay of coatiminal blocks and delays
related to the synchronous circuitry are decreasing, di@tjuencies are becoming more
dependent on the skew of the clock distribution architectur

Besides process and environmental variations influencey etbpects contribute to
the increasing importance of reducing the clock skew such as

e Area increase:Chip area is rapidly increasing in relation to the transislionen-
sions. As the chip area increase more resources are needaateathe clock to
all sequential elements (e.g. more buffers need to be addexllengths increase).
Therefore the clock distribution architecture becomesersansitive to variations
and harder to be tuned.

e Design complexitylncrease in the complexity of the designs demands precise en
gineered clock architectures. New designs often use maredhe clock frequency.
Macros used in the design usually represent an obstruaiciotk lines. As the
number of macros increases the complexity to route the dioels with a small
skew also increases.

e New effects:Clock frequencies are increasing to gigahertz scale. Sofeetef
that could be safely overlooked for smaller frequenciestrhagaken into account
now (e.g. inductance and transmission line theory (THOMSRBSTLE; JAMES,
2006)).

Another important aspect in the design of clock architeciarpower consumption.
(GRONOWSKI et al., 1998) shows that 40% of the total circuivpocan be spent on the
clock distribution. In more recent microprocessor desitpestotal amount of power con-
sumed by the clock network is about 25% (ALIMADADI et al., Z)OPower constraints
are becoming tighter. Design strategies such as clock meshelock spines can dis-
tribute a low skew clock signal by the cost of a high power comgtion. This sort of
approach may not be suitable in a near future where clock poamsumption has to
be minimal. Solutions for reducing power dissipated by tloekc architecture without
affecting its performance must be further researched.
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Although clock meshes are becoming more present in higlopeence designs we
can observe a lack of optimization and analysis techniguresdldck meshes. The current
techniques for low power clock distribution designs targetree-based distribution and
can hardly be applied to clock meshes. Besides, clock mesysans very costly due to
its long electrical simulations times. In order to develoy aptimization technique for
clock meshes it is necessary first to develop an accuratefaciér analysis methodol-
ogy. By reducing clock mesh power consumption and makingsiee#o be characterized
we expect to widen the range of designs in which clock mesaede applied.

1.3 Thesis Proposal

This thesis presents solutions to analyze and optimizekateeshes. In chapter 2
several design strategies used in clock networks are disdusin chapter 3, the clock
distribution architectures used in the latest microprecedesigns are presented. A com-
parison between clock meshes and clock trees is also pahvBieh studies motivate the
use of clock meshes as a way to design variability toleramakctlistributions.

In order to optimize clock meshes we must first analyze themap@hn 4 offers a
simple methodology to enable the analysis of large clockh@&shrough electrical sim-
ulation. Related works are also studied and compared to tppped methodology.

Two independent optimization techniques are presentetdapter 5. One technique
proposes a new design for clock mesh buffers reducing powresumption and improv-
ing clock skew by a large factor. The second technique pegpasclock mesh buffer
sizing algorithm that improves power and clock skew with aimum penalty on clock
slew. Other clock mesh optimization techniques presenhénliterature are also pre-
sented. However, the optimization techniques proposedisnvtork are fundamentally
different from all other mesh optimization techniques. Wepgose to optimize the clock
mesh considering the timing of the clock network driving theck mesh while the other
methodologies optimize the clock mesh assuming that trekdignal arrives at the clock
mesh times perfectly synchronized.

At last, in chapter 6 we present some concluding remarks eedsk about the future
directions of this work. In summary, the main contributiafishis work are:

e To summarize a clock distribution scheme for microprocessa large set of mi-
croprocessor clock distribution architectures was stuididne details for each clock
distribution scheme were reported in chapter 3. Sectiors@mB8marizes the most
significant characteristics of each microprocessor claskibdution by describing a
generic clock distribution for microprocessors.

e To compare skew mesh-based clock distribution architestto a pure tree clock
distribution. Section 3.2 compares the clock skew and pa@esumption among a
pure mesh architecture, two hybrid architectures and atpeeeclock distribution.
This study allows us to notice the effectiveness of clockhmessn reducing clock
skew.

e To propose a simple and effective methodology to enables largshes electrical
simulation. Section 4.2 describes the proposed methogadogimulate large clock
meshes. This was the first work to address this problem. Relabeks later pro-
posed are described and discussed in section 4.3.
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e To propose two new strategies for clock mesh optimizatisaviBus work has been
done on clock mesh optimization, but current mesh optinonakechniques opti-
mize clock meshes assuming that a perfectly synchronizsk dignal is applied
to the clock mesh. The two mesh optimization strategiesriestin chapter 5 are
the first ones to address the problem of clock mesh optinsizatonsidering the
different clock arrival times at the mesh buffers.

The work related to the architecture evaluation study prteskin section 3.1 and re-
lated to the proposed analysis methodology in chapter 4 dereloped while the author
was on an intership at Fujitsu Laboratories of America ancevdeveloped in coperation
with other authors. The author of this thesis has worked enspecifically, on the eva-
lution study of the TLM architecture reported in section.8.2 and on the study of the
effect of the border used to increase the accuracy of the SWRoa@ogy reported in
section 4.2.3. The main contribution of this thesis relieghe optimization methodolo-
gies proposed in chapter 5.
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2 CLOCK DESIGN STRATEGIES

Clock distribution has always been an issue for IC designs tOuhis fact, several
strategies to address the problem of delivering a high pedace clock signal respecting
power constraints were developed. In this chapter someeséttechniques are presented.
The first section presents techniques that tackle at incigasbustness of clock distri-
bution network to noise sources. Section 2.2 presents igpobs to reduce clock power
consumption. Section 2.3 presents different clock routomplogies. The last section,
2.4, presents architectural level techniques to improgectbck network performance.

2.1 Reliability

Clock is the most important signal in any synchronous designy glitch in the
clock signal can cause many sequential elements to stangpted data. Clock designers
must guarantee that clock is glitch free. Technology sgaliecreases design sensitivity
to noise source due to the increase in the coupling capaesaand decrease of supply
voltage levels. This section address techniques to preweise sources to affect the
correct behavior of the clock signal.

2.1.1 Shielding

Clock lines must be protected from crosstalk noise. Crosstatkeither speedup or
delay the clock signal or even cause a glitch. When two aggresthe clock wire and a
neighbour wire, are switching to the same final value, bajhas are going to be sped up.
If they switch to opposite values, they will get delayed. Whhatk is steady, if coupling
capacitance is strong enough, a crosstalk aggressor caa aaglitch in the clock wire
(victim) as illustrated by figure 2.1.

The best way to protect clock signal from crosstalk aggmsssoby shielding it.
Shielding relies on adding wires connected to grount @ to protected signal’s neigh-
bor tracks. Usually shield wires are added only in the sayerlas the protected signal’s
layer.

Top and bottom layers are usually not shielded. Multi medget designs usually
adopt a routing strategy in which every metal layer followseferred orientation, except
for metal 1 layer. If metal 2 allows only vertical wires megaWill allow only horizontal
wires, in such a way there will be no neighbor layers follogvihe same orientation.
Coupling capacitance between nets on different metal lagemsinimal since they are
not running in the same orientation. Coupling capacitant¢eden metal 1 and metal 2
layers is also minimal. Although metal 1 allows wires to beexdl with any orientation
those wires are very short since metal 1 layer is used onlyternal cell connections.
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Agressor

Figure 2.1: Glitch caused by crosstalk noise.
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Figure 2.2: Routing management for different metal layers.

Figure 2.2 shows how the routing layers orientation managemffects parasitic ca-
pacitances. The intersection between wires on differgrgrtais minimal. Coupling
capacitance between nets on different layers is not impbita crosstalk effects. Unless
all aggressors switch in the same direction at the same himewill not affect a victim
on a different layer. Neighbor wires on the same layer car laaarge coupling capaci-
tance since they can be side by side for a long distance. Ese tleasons, the capacitance
C1iillustrated in figure 2.2 is much larger thafii+-1 and therefore shielding can be per-
formed only within the same layer. If shielding were perfedralso on top and bottom
layers, the routability on those layers would be severdiycadd.

Shielding is usually applied on the higher branches of cloativorks. It can lead to a
huge resource utilization penalty if applied to the whotecklnetwork.

2.1.2 Differential Signaling

Differential signaling relies on sending a signal througk voltage difference in a
pair of wires. This approach protects the signal againgstadk and allows the signal to
be transmitted using a reduced voltage swing. The diffekpair is routed side by side.
The differential signal needs to be converted back to asiegtied signal before reaching
the flip-flops. Usually only the higher branches of the cloekwork are protected by
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Figure 2.3: Differential signaling noise immunity.

this technique since each sink of the protected portion ®fctbck networks requires a
differential to single ended converter. The closer to thefflbps a differential signal is
taken higher is the number of converters required, incngatdie overhead associated to
this technique.

By encoding the information in the voltage difference of ar mdiwires any noise
source affecting both wires of the differential pair wouklfiitered. Only when a single
wire of the differential pair is affected noise can be obedrvFigure 2.3 illustrates both
situations.

Shielding is still desired since any aggressor in the sayer lould affect mostly a
single wire in the pair. The increased protection againseallows the voltage swing to
be reduced, reducing power consumption. This techniqus doenecessarly improves
power since differential voltage repeater and differdntiasingle ended converters con-
sume more power than an inverter.

2.2 Low Power

Keeping clock power consumption within its budget is an@asing complexity task.
The clock frequency increase linearly increases clock p@sasumption. At the same
time, electronic market demand for low power products ihpgASIC power consump-
tion down. For many current designs, power constraints f@o®me more important
than timing constraints. This section presents two tealesqised to reduce clock power
consumption.

2.2.1 Clock Gating

Clock gating consists in freezing the clock signal for regiof the chip that are not
being used. Regions where clock is frozen are said to be op slede. When clock is
not switching dynamic power consumption is reduced to zaroesno transitions occur
in these regions. Clock signal can be set either to zero orrosieping regions. All
regions in sleep mode are unable to process any data. Sigegiions are able to restore



36

Enable signal timing violation

Sequential Elemen

CLK c)
CLK b) J

CLK a)

ENABLE

- NS ot
© enable signal propagation time
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Figure 2.5: Clock gater design.
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all information stored in sequential elements after egifrom sleep mode.

Since a large part of dynamic power consumption comes fremlttk network itself,
gating clock close to the clock root saves more power thamgét close to the clock
sinks. It should be noticed that enable signal timing mugselspected when deciding in
which stage clock is going to be gated. The closer to the dockeignal is gated, shorter
is the time for enable logic to be stable. Figure 2.4 dematedrhow moving clock gaters
towards the clock root compromises enable signal timingthis example clock gaters
can not be added above stage c) since enable signal woulderdgptured in the next
clock cycle from this point on.

Besides respecting timing constraint, clock gater cellstrbesglitch free. Enable
signal glitches should not propagate to clock lines, siaekcglitches cause the circuit
to fail. A possible way to prevent enable signal glitches topagate through the clock
gater is by adding a negative level triggered latch as itust by figure 2.5. When clock
is at level'0’ the gater output is set to level. When clock is at levell’ the gater output
will be determined by the value stored in the latch.

2.2.2 Reduced Swing

One effective way to reduce clock network power consumpisoby reducing ca-
pacitance charge/discharge power consumption. Equatibrstbws how capacitance
charge/discharge power is computed

P=fxCLxVddxVs (2.1)

where f is the switching frequency,’; is the load capacitancé]dd is the supply
voltage and/ s is the output swing of the buffers.
The most effective way to reduce power consumption accgrirequation 2.1 is by
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reducingVdd, sinceVs is a fraction ofV/dd and most ofterl/s = Vdd. By reducing
Vdd dynamic power consumption is reduced quadratically. Dyingrower consumption
could be reduced in a linear fashion by reducing dnky

Changing supply voltage and voltage swings for all elemengsahip would heavily
affect timing characteristic. A better approach is to clerigd andV s only for the clock
distribution network. Since clock sinks are not going to fiecied by the voltage reduc-
tion it is necessary to convert clock back to the standarthgel swing before sinks are
reached. (PANGJUN; SAPATNEKAR, 2002) and (IGARASHI et al.9TPassume that
the best approach to minimize clock power is to design mostetlock network within
the low power region, i.e., voltage swing is reduced at clodk and restored only before
reaching clock sinks. This solution is optimal if power comgption at voltage converters
is equivalent to a single inverter power consumption. Addialtage swing converters in
the last stage of the clock distribution maximizes area awaep overhead introduced by
voltage swing converters since the last level of the closkifliution requires more drivers
than any other level of the clock network.

As discussed above, there are two distinct ways of reducihigige swings in the
clock network. It can be reduced either by reducing for all the elements in the clock
network or only by reducing the voltage swing without chawggi’ dd. Although using
different vddsV ddh andV ddl, for the clock network and for the rest of the chip can save
more power, it adds design complexity since another powgrasimust be distributed
over the chip and low dd clock cells can only be placed in the regions wheil is
available. It should also be noticed that reducing voltagmg of any signal makes it
more sensitive to noise.

2.2.2.1 Multiple Supply Voltages

Using multiple supply voltages allow a low power consumptio low V' dd regions.
Low Vdd regions power consumption is reduced quadratically wiipeet to the/ dd
reduction. Assuming that a region that was initially cotedd¢oV ddh is now connected
to Vddl, whereVddl = 0.9 x Vddh, the dynamic power reduction in this region should
be in the order 06.92 (i. e. 19% reduction from a 10%dd reduction).

The design of d&/ddh to Vddl converter is straightforward, it consists of a regular
inverter supplied by ddl. Vddl buffers are regular inverters in whidhT" is adjusted
to the new supply voltage values. The design of ¥hell to Vddh converter is more
complex. Its design is illustrated by figure 2.6. This apptowas used in (IGARASHI
etal.,, 1997).

2.2.2.2 Reduced Voltage Swing

Conversion from a full swing signal to a reduced swing sigaalone by a reduced
swing driver. In order to prevent huge delays introducednbgrconnection RC, reduced
swing buffers are required. Reduced swing buffers receiaglaaed swing signal in its
input and transmit a reduced swing signal in the output. &atack sinks require a full
swing signal, a reduced swing receiver is required to cdroleck signal from a reduced
swing back to a full swing.

Figure 2.7 presents the design of all the elements requiréddoreduced swing clock
scheme. The reduced swing driver illustrated in the figure pr@sented in (HANAFI
et al., 1992), the reduced swing receiver was presentedHiARG; RABAEY, 1998)
and the reduced swing buffer was proposed in (PANGJUN; SAHFTAR, 2002).
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Figure 2.8: Htree example.

Figure 2.9: Fishbone routing connecting clock sinks toéhsiak.

2.3 Routing Topologies

Clock skew, power consumption and tolerance to variatiorexiremely dependent
on the clock routing. Clock routing has the complex task ofatiging the delays from
the clock source to each clock sink. At the same time, thedorgthe clock routing the
higher the power consumption, clock skew and sensitivityaiwations are going to be.
Usually different routing strategies are used in differentls of the clock distribution.
Each routing strategy presents advantages and disadeanfHge routing strategy has to
be selected according to the constraints of each desigs. chiaipter presents five of the
most commonly used routing strategies and discusses tlentdyes and disadvantages
of each one.

2.3.1 Htree

An htree is a symmetric tree in which wire length from any siokhe root is the
same. Figure 2.8 is an illustration of an htree topology.sTigure shows a topology in
which the clock signal is driven from a central location toltiple clock sinks. Since the
clock pin may not be located in the center of the chip it is seagy to route the clock
from the clock pin to the center of the htree.

The total number of sinks in a htree is usually much less thantatal number of
clock sinks connected to it. Clock sinks are directly coneéd¢b the htree sinks using a
fishbone structure, as shown by figure 2.9.

An htree necessarily presents a homogeneous sink disbmbint the X and Y axis.
Htree can be used to drive the clock signal directly to theffops or to the inputs of a
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Figure 2.10: Htree vs xtree example (FRIEDMAN, 2001).

mesh. Although wire lengths are equalized by the htree tsireicbuffers must be care-
fully inserted and sized in order to keep skew small. Wiretlhxgdcan also be changed
either to compensate different loads driven by each brantd gatisfy electro-migration

rules. In both cases the larger the load driven is larger thewidth should be.

Htree is highly vulnerable to process and environmentahtians since variations
may unbalance the delays on the different branches of tiee htdtrees are most often
applied to ASICs due to its performance limitations. Stidlime microprocessors claim
to use a clocking scheme based on htrees without using cleskes, such as, (ANDER-
SON; WELLS; BERTA, 2002) and (TAM; LIMAYE; DESAI, 2004).

2.3.2 Xtree

The xtree architecture is analogous to the htree archrectBoth, xtree and htree
present the same wire length from the root to any sink, tHerdifice between them is
that the xtree uses 45 degree connections, as shown by figuxeThis architecture can
be found in the Alpha 1.2GHz microprocessor (JAIN et al., D00

The main advantage offered by this architecture compartuktbtree is the reduction
of total wire length due to 45 degree connections. The wingtle reduction comes from
the fact that in a square shape with a side length equalttee diagonal length (45 degree
line) is given bys x \ﬂ2) while the Manhattan distance between the opposite corners
Is given bys x 2. By reducing the total wire length a smaller power consunmpad
smaller clock skew are expected to be achieved.

2.3.3 Clock Routing

Clock net requires a very special sort of routing to minimilmxk skew. Instead of
reducing wire lengths clock routing should try to match, Ese as possible, latencies
from the root to all sinks. A simple way to do that is by usingt@ans to equalize the wire
length from the clock root to all sinks (e.g. htree and xtree)

Htrees are very easy to build but it presents two major drakdyathe wire length
overhead and the mismatch between htree sinks locationslackisinks locations. An
htree distributes the clock signal to a symmetrical arrayusfers that may not match the
actual clock sink locations. Extra routing must be addedotmnect clock sinks to htree
sinks, which may increase clock skew.

This section presents two methods to route the clock netivork the clock root to
the clock sinks with close to zero skew and reduced wire fengt
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Figure 2.12: Clock tree with a a) vertical cut and b) horizbota.

2.3.3.1 Method of Mean and Medians (MMM)

The method of mean and medians (MMM) was firstly presente#NiGKSON; SRINI-
VASAN; KUH, 1990). It can greatly reduce clock skew in comipan to a minimum
spanning tree routing and it is also better than an htreedpmanetric distributions of
clock sinks.

The idea of this algorithm is conceptually simple. Givenstribution of clock sinks,
the center of mass of this distribution is computed. Theibistion is then divided into
two parts by a line crossing at the center of mass either twatddly or vertically. The
centers of mass for the two new sink distributions are cosgand then connected to
the center of mass of the former distribution. This alganitls executed recursively until
each sink distribution is composed by a single sink.

Figure 2.11 illustrates an example of how the algorithm woilk a) the distribution
is divided vertically by a line crossing the center of massb) the center of masses for
the two new distributions are computed. The centers of mibemew distributions are
connected to the center of mass of the former distributidre distribution on the left was
divided horizontally. The final routing is shown in c).

Deciding whether a set of sinks is going to be divided veltijcar horizontally is
an important step in this algorithm. Figure 2.12 shows howopming a vertical or a
horizontal cut can produce different clock routings. Théhauin (JACKSON; SRINI-
VASAN; KUH, 1990) proposes a one level look-ahead strategietide which cut should
be performed. A horizontal cut followed by a vertical cut &fermed, then a vertical cut
followed by a horizontal cut is performed. The cut directtbat produces the smallest
clock skew is chosen.
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Figure 2.13: Construction of a merging segment.

This algorithm present@(n log n) complexity, wheren is the number of sinks in the
clock distribution.

2.3.3.2 Deferred-Merge Embedding (DME)

The deferred-merge embedding (DME) algorithm is able te@gste a zero skew clock
tree with minimum wire length. It was proposed in (BOESE; KAEBNL992) and in the
following years many improvements were proposed to thisrélygm. This algorithm
requires the clock network topology to be previously defidefinds the optimal routing
for the defined topology.

The DME algorithm is divided into two phases, a bottom up phaswhich the lo-
cation of the internal nodes in the clock network are remdmg lines which represent
all possible locations, and a top-down phase in which thekctoot is fixed and all the
internal node locations are fixed thereatfter.

Figure 2.13 shows how a merging segment is constructed wesihks are merged.
If wire lengths need to be matched the merging segment is atadby the intersection
of the Manhattan circles with radius andr”, wherer’ equals tor” which is equal to
half of the Manhattan distance between nodes A and B. The senegs can be applied
when, instead of clock sinks, two segments are merged. $nctige, the radius of each
Manhattan circle is given by thminimumManhattan distance between both segments.

After all the internal node positions were deferred and mérdhe position of the
clock root is embedded. When the position of a node is fixed thgimg segments con-
nected to that node are going to be restricted by this nodgitot Figure 2.14 illustrates
how the set of possible positions to a node is restricted vaheosition is embedded for
its parent. Segmeidt was built from the merging of segmeAtand B. When position of
C'is chosen to be the black dot, the possible positionsifand B are restricted.

The DME algorithm can be modified to, instead of equalizingeviengths, equalize
Elmore Delay values. This algorithm presents a linear cexigl in terms of number of
nodes in the clock network.

2.3.4 Clock Spine

A clock spine is a wire, usually wide, used to take the clogkal from a clock driver
across the chip in one dimension. It can be used to delivecltok to the root of one
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X\Valid positions

Figure 2.14: Position embedding.

or several local clock trees. Clock spines are a simplificatiba clock mesh, it can
be described as a one dimensional clock mesh. Processdrsasuotel’s Pentium I
(SENTHINATHAN et al., 1999) and Pentium 4 (KURD et al., 2006K)JRD et al., 2001)
use clock spines.

In the design of the clock distribution for the Pentium 4 ramocessor (KURD et al.,
2001)(KURD et al., 2001) three clock spines are used. At eémtkspine a different
binary tree is connected and each binary tree drives a éliffeock domain.

Figure 2.15 illustrates the three clock spines used in tmgita 4 design. The clock
spines are represented by the white lines crossing the clamiest-east fashion. Clock
spines present a small skew due to the low resistance ohés.liBy adding a low skew
clock trunk the distance between any clock sink and the cdockce is reduced. The total

=y

3 CLOCK SPINES |

e ———

Figure 2.15: Pentium4 Clock Spines. (KURD et al., 2001)
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Figure 2.16: Mesh architecture example.

clock skew is also smaller.

Clock spines are not tree-like topologies since it adds sytethe clock network.
Power consumption may be in the same order as a clock meshhgitame number of
drivers.

2.3.5 Clock Mesh

A mesh is a grid composed by wires to which the sequentialehsrare directly con-
nected. Figure 2.16 illustrates a mesh being driven by &kdoarce and some elements
connected to the mesh wires. Meshes are widely used in tihgndafsthe clock distribu-
tion for microprocessors (BAILEY; BENSCHNEIDER, 1998), (TAMIMAYE; DESAI,
2004), (KURD et al., 2001), (TAM et al., 2000). Reconvergernhpareated by the mesh
structure are able to smooth out the difference betweenltio& signal arrival times at
the mesh inputs. Since reconvergent paths may produce @hauit currents between
the mesh drivers, they are, along with the high capacitassecated with the mesh wire
structure, responsible for the higher power consumptiaomparison to tree-like clock
networks power consumption.

Clock meshes are usually represented as a regular and hoemagindistributed set
of vertical and horizontal wires. Figure 2.17 presents thekcmesh designed for a 600-
MHz Alpha processor (BAILEY; BENSCHNEIDER, 1998) which showat meshes are
not always regular and homogeneous. The mesh wire densitgectuned to reduce the
skew over the most critical regions in a chip.

Mesh buffers are inserted at the mesh grid nodes (i.e. theeotion between a vertical
and an horizontal line). Mesh performance and power consampre highly related to
the characteristics of mesh buffers. A large number of meffleits usually means a high
performance and high power consumption. The most straigiéird approach to mesh
buffer insertion relies on inserting a mesh buffer on evegsimgrid node. Mesh buffers
can be sized according to any fanout rule, the only constfaira good performance is
to use the same sizing rule to all mesh buffers in a mesh, sartbsh buffer delays are
equalized.
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i

Figure 2.17: Mesh for 600-MHz Alpha Microprocessor. (BAEBENSCHNEIDER,
1998)

2.4  Architectural Strategies

This section discusses strategies to plan the design ofldtlk network in a higher
level. This is done by dividing the clock network into stagesl domains. The idea of
this methodology is to provide high performance only wheiie required. A design to
improve the performance between different clock domaiassis presented in this section
also.

2.4.1 Clock Domains

When a single clock signal is distributed, clock domain da&éniis related to the re-
gions within which clock signal requires a higher synchration. Hierarchy present
in chip designs demands a very small skew within the sametimat block, while
constraints on the clock signal are usually more relaxedrddgg the synchronization
between two different functional blocks.

A low skew clock signal within a functional block is usuallghaeved using clock
meshes. Synchronization between two distinct blocks iediynusing a balanced clock
tree and by applying some deskew methodology as presensediion 2.4.2.

Figure 2.18 illustrates an example of a design containintiiphel clock domains. In
this figure, the clock signal is driven through a tree-like.(ino loops) clock distribution
architecture until different domains are reached. A dedbeffier compensates different
arrival times at the sinks of the top level distribution. agthen driven from the deskew
buffers to flip-flops through another tree-like structurecldck mesh is added in the sinks
of each domain to compensate for inter-domain skew.
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Figure 2.18: Clock Domain Definition.

2.4.2 Deskew

Reduced clock skew values are often achieved by using balatwek trees, applying
load matching techniques using dummy devices or by inangasi reducing the length
and width of clock lines. None of these techniques is ableotopensate skew caused
by process variations since it is not possible to predictitteal effect of process varia-
tions on the electrical characteristics of the circuit. Toaunt for the effect of process
variations during a local path tuning would require a pedirication analysis of process
variations effects over the clock distribution.

Deskewing design methodologies tackle at post-fabrinatioing of the clock distri-
bution. Deskewing process must be automatic or semi-adiowterwise it would be-
come impractical. Existent technigques can be divided iivat¢echniques or fuse-based
techniques. The first group refers to approaches that atardly calibrating the delay
of the clock structure while the former refers to approackieere a single calibration is
performed after the circuit fabricated.

Deskewing methodologies are widely used in microprocedssigns (TAM et al.,
2000), (KURD et al., 2001) and (TAM; LIMAYE; DESAI, 2004). Trdeskew process is
performed using a variable delay buffer, which may be catidxt according to the process
variations influence on the chip design. In (GEANNOPOULO3{,[1998) a variable
delay buffer is proposed. Figure 2.19 illustrates the psepadbuffer. The clock signal
is delayed by two inverters on whose outputs a variable Isatbnnected. The load
connected to the output of each inverter is controlled bysmaission gates connected to
a PMOS and a NMOS transistors. According to the values storéue Delay Control
Register a different set of capacitances will be connectatddmutput of each inverter.
The loads should be equally distributed between the firstlzedecond inverters in order
to equalize the duty cycle and fall/rise delays. In (GEANNIRR_OS; DAI, 1998) ten
stages of load are used in the output of each inverter. Loadsaatrolled by a 20 bit
register, in which the logic value '1’ represents that thedds connected to the output of
the inverter.

Deskew is usually performed between different clock domawvithin a single do-
main, clock signal is deskewed by a clock mesh. Deskew lsuffe the only alternative
available today in the literature to smooth out processatians effect on the skew be-
tween two different clock domains. The number of deskewdsu# proportional to the
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Figure 2.19: Variable delay clock buffer.
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Figure 2.20: Active deskew scheme. (TAM et al., 2000)

number of clock domains.

2.4.2.1 Active deskew

Figure 2.20 illustrates the active deskew scheme. The dimpgial on the mesh lines
Is compared to a reference clock. The phase difference bathvath is computed by the
local controller and a new control signal is generated arsse¢a to the variable delay
buffer.

The phase detection is done according to the circuit repteden figure 2.21. The
phase difference between both clock signals is detecteleogtiase detector block. Dur-
ing the enable signal generated by a counter block, the phtiseence is forwarded to
a digital low-pass filter. The low-pass filter removes anygghaomparison noise. In
the circuit presented in figure 2.21 the variable delay buff@ipdated at every 16 clock
cycles.

2.4.2.2 Fuse-based deskew

In a fuse-based approach, tuning of variable delay strastisrperformed only once.
The 20-bit delay controller is configured by fuses. The bémefithe fuse-based deskew
methodology in comparison to an active approach rely onithelgity of implementa-
tion. By configuring a single time the delays at variable dglayffers, it is not necessary
to include in the circuit the phase detection and correaticuitry.
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Figure 2.21: Adjustable delay block controller. (TAM et, @000)

The fuse-based methodology has been presented in (TAM; MIEJADESAI, 2004)
and it was used in the design of the Itaniuk¥ Znicroprocessor.
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3 CLOCK ARCHITECTURES REVIEW

This chapter presents a study on the impact of using diftesfeick distribution ar-
chitectures and optimization techniques on the final claskitution performance and
power consumption. Section 3.1 presents a study companngsh-based clock distri-
bution scheme to a tree-based clock distribution. Secti@npBesents a bibliographic
study about the clock architecture of several micropramsss he design strategies used
to achieve the high performance required without degradower consumption are dis-
cussed. On section 3.3 a general clock distribution schemmicroprocessors derived
from the bibliographic study is presented.

3.1 Clock Distribution Architectures: A Comparative Study

Chapter 2 has presented different strategies for the desigjoak networks and dis-
cussed its advantages and disadvantages. This secti@n{zesdetailed comparison
based on electrical simulation experiments between difeclock architectures. The
focus of this comparison is to study the design trade-offasben tree-based and mesh-
based clock distribution architectures. This work was jonesly published in (YEH et al.,
2006). This work was developed in comperation with othehang, the contribution of
the author of this thesis in this study was in the evaluatibthe Tree + Local Meshes
architecture.

3.1.1 Target Architectures

We have investigated four different clock distribution latectures, a single mesh
architecture, a pure tree architecture and two hybrid agagres mixing tree and meshes.
A brief description of each architecture is given below.

3.1.1.1 Mesh

A single mesh architecture is an architecture that has agébhck tree driving a clock
mesh to which sequential elements are directly connecteid. architecture is explained
in section 2.3.5. In this study the clock meshes were chetizet by their sizem xn,
wherem is the number of rows anais the number of columns.

3.1.1.2 Tree

A pure tree clock distribution can use an htree, and xtreespeaific routing algorithm
to distribute the clock from a source to the clock sinks. is 8tudy an htree routing, as
described in section 2.3.1, is assumed.
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Figure 3.1: MLT architecture example. (YEH et al., 2006)

3.1.1.3 Hybrid
Two hybrid configurations were evaluated.

1. Mesh + Local Trees (MLT)A single clock mesh driven by a global tree is used to
drive the clock signal to the different regions of the chip.n@ected to the clock
mesh local clock trees are used to drive the clock signal trermesh to the clock
sinks. A simpler version of this architecture was studie@Sb); SAPATNEKAR,
2001). This architecture is illustrated in figure 3.1.

2. Tree + Local Meshes (TLM)n the TLM architecture the clock sinks are divided
into different domains. A single clock tree is adopted fa tilobal distribution.
Each clock sink domain is driven by a different clock mesh kool the clock sinks
are directly connected. Figure 3.2 represents this athite. More details about
this architecture can be found in (WILKE; MURGAI, 2007).

Although more hybrid architectures could be evaluated we\eethat focusing our
study in those two architecture is enough to understanddbigd trade-offs related to the
clock distribution choices.

3.1.2 Target Chip Specification

During this evaluation study we have used three benchmackits, D1, D2 and
D3, to perform our experiments)1 and D2 are dummy designs whil®3 is an actual
industrial design. Table 3.1 summarizes the charactesisti each benchmark circuit.
All three circuits were designed using Fujitsu’s;di technology. The nominal supply
voltage used was 112 The experiments were simulated in the nominal temperatiire
55°C.

For our experiments we have extracted the actual locatiogaoh flip-flop in the
design. The clock network model was generated assuminghtée were no placement
or routing obstructions. A single clock domain was assunigaol &Ve have modeled the
clock network wires using metal 6 and metal 7 for the globatkltree and for the clock
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Figure 3.2: TLM architecture example. (YEH et al., 2006)

Table 3.1: Test chip statistics.

Circuit | #gates | #FFs area | FF-spanned
(mm?) | area(mm?)
D1 536.5K | 16.75K | 5x10 0.8x6.67
D2 | 1016.6K| 39.16K | 5x10 | 2.23x9.62
D3 | 7659.6K | 287.39K| 16x16 | 12.03x14.63

mesh and using metal 1 to metal 4 to model the local connexctibime clock source was
assumed to be in the center of the chip.

We have imposed a maximum slew constraint of 15% of the clagiog, in this
case a clock frequency ofdH z was selected, therefore the maximum slew allowed is
15Qps. An electromigration constraint was imposed limiting theximum current flow-
ing through a wire with a given width. This constraint wasieda from the technology
specifications. The target skew for our clock networkjis.O

3.1.3 Experimental Set-Up

Each of the target architectures was evaluated througtrielsimulation. The elec-
trical model for wires was derived from a sample layout; citpaces values were ex-
tracted using Calibre xrc; resistances were calculated feastmology specifications, and
inductance values were estimated using Raphael.

It was assumed that the clock wires have parallel two-sideelding. It was also
assumed that all the tracks crossing the clock wire in thealbod below metal layers
were occupied. This assumption can be fulfilled by inseffilkgn metal in empty tracks.
Accurate inductance computation is enabled by the grourmgdshunning next to the
clock wire.

For each architecture we have developed software for degjdgine clock distribution
network using the technology information (e.g., capaciamesistance and inductance
values per unit lenght) and clock design rules. The softwacepts certain parameters
from the user. For instance, for the mesh architecture, ditiad to the chip dimensions,
flip-flop locations and technology information, the desigs@pplies mesh size, technol-
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Figure 3.3: Singler model for interconnect.
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Figure 3.4: 3= model for interconnect.

ogy rules (e.g., value dffor interconnect model, as described below) and desigrs rule
(e.g., mesh buffer sizing rule). We performed experimeritis several values of these pa-
rameters and determined the best values before comparthgthier architectures. For
the given technology, we also derived rules for optimumédnsizing and spacing to min-
imize latency and power. These rules are used in synthgsiztiock network that has
close to optimum latency and power.

In general, the intent in the synthesis tool was not to geeatlasolutely the best clock
network with minimum latency, skew and power by optimizihg topology, wire widths
and buffer sizes and locations, since this can be a huge takdey. Instead, generating
close to the best network sufficed, since common featuresdhbg different architectures
(such as the global tree) are synthesized using the samelalgownhich is sufficient for
our comparative study.

We also developed analysis software that generates SPIG&&ir the clock net-
work, runs circuit simulators HSPICE and HSIM (Synopsys) st netlists for timing
analysis, and reports latency and skew values for the FFgeierate the SPICE netlists,
we used accurate models of buffers and interconnect in ok cletwork. For intercon-
nect with length less thah= 10Qum, we use a single- RLC model (figure 3.3. Other-
wise, we use a 3 model, as shown in Figure 3.4. Such a rule was shown to hase les
than 0.5% delay error as compared to a goldenat-5-r model (WILKE, 2004).

We evaluate architectures using the following metrics.

1. Clock latency: Latency is the time taken by the clock tovarat a FF from the
root. We would like to minimize latency, since it has a dirgapact on timing
uncertainty and jitter.

2. Maximum skew: The difference between the maximum andmmim latency over
all the FFs. Minimizing the maximum skew is important, singea fixed clock
cycle, it limits the maximum delay in a path.

3. Maximum timing uncertainty: The clock timing uncertsing defined as the de-
viation of the clock edge timing at FFs from the expected animal value due to
parameter variations. As described in Section 3.1.2, oalyars incorporates the
following sources of variations: Process (P) variationgpdy voltage (V) varia-
tions, temperature (T) gradients, and crosstalk noise (X).
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4. Power consumption: We usél/,;* f to compute the power dissipated in the clock
network, where C is the capacitance of the clock network, dtie power sup-
ply, and f is the clock frequency. This computation ignotes short circuit power
dissipation in the clock mesh. The short circuit power intiesh should be neg-
ligible, otherwise mesh short circuit power should be cdeed. Power dissipated
in the clock network is also used as an indicator of area resswsed in the clock
network, i.e., device and wire areas.

3.1.3.1 Mesh

A htree was used to drive the clock mesh in our experiment® riash and htree
buffers were sized using the fanout 4 rule (FO4) (SUTHERLASBROULL, 1991), i.e.,
to drive a capacitive load’, a buffer with input capacitana€/4 is used. This rule was
found to yield close to optimum delay/mm and power for a s{@geng the optimization
feature of HSPICE). The optimum distance between buffggeaters in the htree was
also determined using HSPICE optimization feature. Meslebsiiare assumed to be
inserted at every mesh node, i.e., mesh buffers are insirtibe intersection between
vertical and horizontal lines.

Cock meshes were build on the smallest rectangular area wbidhins all FFs. De-
tails of the mesh areas are shown in table 3.1, column FFagoharea. It can be seen
that for D1, this area is only about 11% of the entire design area, wedoe@2 and D3,
this ratio is 43% and 69% respectively.

3.1.3.2 Tree

The tree topology chosen to be evaluated is composed by aa fdallowed by a
fishbone structure to which the flip-flops connect directyydascribed in section 2.3.1.
As happens with the mesh architecture, the htree also spinthe smallest rectangle in
the chip that contains all the flip-flops.

3.1.3.3 Mesh + Local Trees

The MLT architecture was derived from the single mesh aechutre. A global htree
is used to drive the clock signal to a clock mesh to which uielpeél clock trees are con-
nected. The local tree clock routing was performed usindvtihviM algorithm presented
on section 2.3.3.1.

3.1.3.4 Tree + Local Meshes

The TLM methodology relies on assembling individual cloc&shes for each of the
different clock domains in such a way that each clock mestbegrowered off according
to the sleep signal logic of each domain. Since circiis and D2 are small, TLM
methodology was applied only for circui23. Clock domains were artificially created
since no blocks i3 presented sleep mode functionalify3 was partitioned into seven
different clock domains. Information about the flip-flop déy and area of each partition
can be found in table 3.2.

A htree was used to drive all the clock meshes. The htree ddmengerfectly aligned
to the different clock meshes, therefore htree sinks araligited to the mesh grid nodes.
Clock sinks are directly connected to the closest mesh wieaah partition.
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Table 3.2: TLM partition information.

Partition| #FFs | Area(mm?) | #FFstnm?

1 51.5K 22.63 2281.88
2 51.7K 23.87 2165.06
3 21.0K 33.64 623.34
4 28.4K 35.38 802.2

5 30.1K 17.98 1674.92
6 51.6K 26.28 1964.84
7 53.0K 27.72 1910.86

total | 287.4K] 256.00 | 1122.66

3.1.4 Analysis

Each one of the tested configurations was evaluated thrdagtnieal simulation. The
Sliding Window Scheme (SWS) decribed in section 4.2 was usetable the accurate
electrical simulation of large meshes. The methodologgsedn splitting the simulation
of a large mesh into several smaller simulation tasks by pimgean accurate region win-
dow inside which circuit elements are accurately modeléeimgénts outside the accurate
region are lumped, reducing drastically the total numbesi@ments in the mesh model.

Variations effect was evaluated by estimating the clod¢gritif the clock network is a
tree, uncertainty analysis can be carried out using gatd-d¢atistical static timing analy-
sis as shown by (BERKELAAR, 1997), (VISWESWARIAH et al., 2004) AGARWAL;
BLAAUW,; ZOLOTOQV, 2003). However, such an approach is not dilgapplicable for a
mesh-based clock network due to metal loops (cycles) praséime mesh. One solution
is that if the mesh model fits in the memory, we can run MontedC@lC) simulations
(HITCHCOCK, 1988) assuming some distribution for parameteiatians and obtain a
delay distribution at each FF, from which timing uncertestat FFs could be derived.
This is possible only for small design and mesh instancesudyson the effects of using
the SWS to perform MC simulation is presented in (REDDY; WILKEJJRGAI, 2006).
To compare uncertainties in tree and mesh architecturease® C simulation on small
design and mesh instances.

We model various sources of uncertainty. Supply noise isat@odby supplying in-
dependent power supplies to each clock buffer, and allowhieg to vary randomly ac-
cording to a noise model. Temperature variation of traossss modeled by specifying
an underlying temperature for the entire chip and then apglsandom local tempera-
ture variations on each clock buffer and interconnect. Jisdars process variations are
modeled using only channel length and threshold voltagetians. Other variations,
such as oxide thickness and dopant concentration have #ralbgffect of varying the
threshold voltage and hence are indirectly included in codeh Interconnect variations
are modeled through resistance and capacitance variafibies3r variations we used in
our study for various parameters are shown in table 3.3.

3.1.5 Results

Table 3.4 report the capacitance distribution among eaestf the mesh architec-
ture. Some interesting observations can be made on thes tabl
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Table 3.3: 3 variations for different parameters.

Parameters \ 30 variations

NMOS/PMOS channel length|  0.008:m
NMOS/PMOS threshold voltage  20mV

Interconnect resistance 20%
Interconnect capacitance 5%
Temperature 20C

Vdd 10%

Crosstalk switching probability 0.5

Table 3.4: Capacitance distribution (%) for mesh architectu

chip| mesh wires buffers FFs
size mesh\ local \ htree\ total mesh\ htree\ total

D1 16x16 179 | 195| 17.0| 544 145 | 10.5| 25.0| 20.6

64x64 326 | 2.3 | 30.8|65.7| 11.1 | 13.9| 25.0| 9.3
128x128| 356 | 0.6 | 33.7 | 69.9| 104 | 14.7 | 25.0| 5.1
D2 | 64x64 288 | 79 | 26.1 | 62.8| 12.2 | 12.8 | 25.0|| 12.2
128x128| 343 | 24 | 31.1 | 67.7| 11.0| 140| 25.0|| 7.3
D3 | 64x64 11.7 | 381 9.1 |58.9( 165 | 85 | 25.0| 16.1
128x128 | 22.2 | 20.3| 17.2|59.8| 144 | 10.8| 25.0|| 15.2

1. From 60% to 70% of the total clock capacitance is in the svire

2. Buffer capacitance is always 25% of the total clock capaci. This is a conse-
guence of the FO4 rule applied to size htree and mesh bufidosiffer with input
capacitanc€’'/4 is used. To drive that, a buffer of input capacitancé€’'gt6 is used
(assuming, for simplification, no wiring capacitance on titee), and so on. The
total capacitance in the clock network(iS + C'/4+ C/16 + ...) = 4C/3, whereas
the buffer capacitance {€'/4 + C/16 + ...) = C'/3. Thus, the buffer capacitance
is 25% of the total clock capacitance.

3. The mesh wiring capacitance for smaller designs is a laegtion (30-35%) of
the total clock capacitance. However, for the largest aeslg, it is 10-20%, thus
making mesh more attractive for larger designs.

4. When mesh granularity increases the mesh wires get clogee flip-flops, reduc-
ing capacitance due to local wiring.

5. Local wiring capacitance is much largerii8 than in D1 and D2. This is due to
the much larger number of flip-flops and the larger area ofeSi3.

Table 3.5 provides a comparison between the mesh archeeaa the tree architec-
ture regarding timing and power characteristics. An opegdtequency of 400/ H = was
assumed to compute dissipated power. We make the followasgreations.
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Table 3.5: Mesh architecture vs. tree architecture.

chip| mesh/ | max skew max latency| max slew | capacitance| power

htree (ps) (ps) (ps) (pF) (W)

size |meshtree| mesh| tree |mesH tree| mesh| tree [meshtree
D1| 16x16 | 3.3 |29.1 480.6| 499.1| 89.5| 89.5| 255.5| 231.0|/ 0.15(0.13
64x64 | 0.1 |1.1| 636.9| 638.4| 89.6| 89.6| 563.2| 396.3/0.32|0.23
128x128 0.1 | 1.3| 717.5| 718.9| 89.6| 89.6|1030.2 603.7| 0.59|0.35
D2| 64x64 | 0.5 |4.2|674.2| 678.2|105.7105.711008.1 721.4| 0.58|0.41
128x128 0.2 | 1.4 | 754.3| 756.1/105.1]105.11694.51048.4 0.97|0.60
D3| 64x64 | 4.8 |129.3 975.1| 995.0/110.9108.65570.15084.0 3.2 | 2.9
128%x128 0.9 | 5.5[/1050.81055.0110.2 75.2|5885.24892.2 3.4 | 2.8

1. In all the three designs, a very low skew value can be aetlienth mesh. Increas-
ing the mesh granularity from 6464 to 128<128 reduces the skew, for instance,
from 5ps to below Ips for D3. For the tree architecturd)3 presents a maximum
skew of 3(s using a htree with 6464 sinks and 55 using a htree with 128128
sinks. Although these numbers are small for the tree awdhite, they are worse
than the corresponding skew numbers for the mesh archigectu

2. The skew observed for an htree was fromtd 10x larger than the skew observed
when a clock mesh was added to the htree sinks. Since thd globk distribution
for a clock mesh is also done by an htree we can concludehbatlock mesh is
able to reduce the clock skew by a factor of t» 10x, i.e., the skew applied in the
input of the mesh buffers is&to 10x larger than the skew observed at the clock
sinks.

3. Maximum FF latency values for tree and mesh are almostia#n Latency in-
creases with increase in mesh size and #htree sinks dueherhigtal clock ca-
pacitance. Note that the maximum skew is a very small fraabiothe maximum
latency. This implies that our clock network design metHogdy is effective for
low skew for both mesh and tree architectures.

4. As expected, capacitance and power values for the treenzalter than the mesh
architecture. FoiD1 and D2, the tree values are about 30-40% smaller. BGr
the difference is only 10-20%.

5. Maximum slew values are similar for tree and mesh archites and within the
maximum limit of 15(s.

The MLT architecture was compared to a mesh architectumgusenchmark cir-
cuit D3. Maximum clock skew, slew, capacitance and power are regart table 3.6.
A 64x64 mesh size was chosen in this comparison. It can be seeththaest skew
achieved by the MLT architecture is much worse than the skaviesed by the mesh
architecture where clock sinks are directly connectedeéatlesh wires. It turns out that
this is because in some local regions there are hundredssoNHAM algorithm does not
insert buffers on local trees. Although mesh buffers aredseccording to their loads, it
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Table 3.6: Comparing Mesh and MLT architectures.

| Max Skew fs) | Max Slew {ps) | Capacitancey(F)) | Power (')

Mesh 4.77 110.9 5570 3.2
MLT 58.51 191.0 6076 3.5

Table 3.7: TLM architecture evaluation.

Partition | Mesh Size| Max Skew ps) | Max Latency ps) | Max Slew {s)

1 32x32 2.41 10733 71.85
2 32x32 255 1073.6 72.08
3 32x32 3.39 1074.3 72.24
4 32x32 4.87 1075.7 73.72
5 32x32 2.09 1073.3 71.39
6 32x32 3.36 1074.3 72.54
7 32x32 3.77 1074.9 72.78
al | 87x87 | 487 | 10757 | 7372

may be difficult to have good slew rates when such a high lotmlbe driven. The maxi-
mum slew of 191ps (which violates our maximum slew consti@ii50ps) also confirms
this. The results for MLT can be improved if buffer inserticapability is introduced in
the local trees.

The TLM architecture was also evaluated using benchmadkitiD3. Maximum
skew, slew and latencies measured are reported in tabl& §dbal htree with 12& 128
sinks, with each of the seven meshes having siz€322 The skew within each partition is
small, the maximum skew being 4;&7for the partition 4. It turns out that the maximum
skew for the entire circuit is also 4.84, since the FFs with maximum and minimum
latencies are both in partition 4. To compare with a singlsterchitecture, in row all,
we report the effective mesh size, the maximum skew and thenmoan slew values for
the entire chip. The effective mesh size is computed fromctirabined mesh square
count of all the seven meshes. The maximum skew is slightkg&than when there is
only one mesh. The latency values for TLM are similar to puesim(table 3.5).

3.1.5.1 Uncertainty Analysis

An experiment was made to evaluate the mesh capability afcied input jitter
caused by variations. The variations shown in table 3.3 wpptied to each mesh wire.
Two mesh sizes were usedx 8 and 16«16 for a chip size of 500m x500um for both
meshes. 1000 flip-flops were randonly distributed over thp alea and connected to
the closest mesh node. Clock signal arrival time at the inpetach mesh buffer was
modeled as a Gaussian distribution where the mean armwealis (»s and the3 x o jitter
values varies from 3 to 15(s. 1000 Montecarlo simulations were performed in each
case. The worst output jitter is reported in table 3.8 fohboesh sizes. We can see that
the 8<8 can reduce jitter by a factor of 7 to 8 times. The<ll® mesh can reduce jitter by
a factor of 2 vis-a-vis to a:88 mesh, i.e., the total reduction ranges from 14 to 16 times.
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Table 3.8: Reduction of uncertainty by mesh.

Input uncertainty] Max. output uncertainty (ps)
(ps) 8x8 mesh| 16x16 mesh
3 0.39 0.19
15 1.89 0.95
30 3.78 1.89
150 19.8 9.9

Another experiment was performed simulating a Global htr&&esh architecture. A
5mm x5mm chip with 1000 FFs randonly placed was used. The clock achite was
generated and variations reported in table 3.3 were apfi¢gde htree and mesh wires
and buffers. Jitter was measured at the mesh buffers and &R The maximum jitter
measured at the mesh buffer was 430®hile the maximum jitter observed at the FFs
was 35.52s, a 18% reduction. In this case the jitter reduction obsemwas much less
than the 7 to 8 times factor reported in table 3.8. This is dubé following reasons:

1. When the htree was included in the simulations the corosisbetween the arrival
times that share many htree paths were considered. We casswne that arrival
times at the mesh buffers are uncorelated.

2. Mean arrival time clock skew at the mesh buffers is not zdddferent loading
unbalance htree delays generating skew.

Those two facts reduce the ability of the clock in compengpggiarly and late arrival
times at the mesh buffers. When correlations are considesigghlmouring buffers may
have similar arrival times, therefore they can not comptensach other. Mean arrival
time clock skew is also bad for jitter reduction since it e&ses the difference between
the arrival times at the mesh buffers.

3.1.5.2 Closing Remarks

This study has shown that clock meshes are extremelly irapoirt the design of low
skew clock distribution architectures. Besides of reducingiinal skew clock meshes
are effective in mitigating clock jitter. Reducing the gréarity of a clock mesh increases
its skew reduction factor.

We have also evaluated variations of mesh-based arch#scsuch as the MLT and
the TLM architecture. We have shown that the TLM architeztwan enable clock gating
capabilities with a small skew penalty. The MLT architeeturas shown to be inefficient
unless buffers are inserted in the local clock tree.

Considering the increasing importance of designing vamatiaware clock distribu-
tions this study has shown that clock meshes are an impadalb achieve this goal.

3.2 Microprocessor Clock Distribution Bibliographic Study

3.2.1 Pentium 4 (2000)

The Pentium 4 processor (HINTON et al., 2001) is an 1A-32 pssor containing
42 million transistors in a 24#m? area. The first version of the clock distribution for
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this processor operated at frequencies higher than 2GHR[Xet al., 2001). Another
version, with a sub-10ps was presented in (BINDAL et al., 2003

The initial clock distribution for the Pentium 4 (KURD et a2Q01) processor uses
three clock spines to distribute clock at global level asasshn figure 2.15. Each clock
spine is driven by a generic tree and each clock spine driges af binary trees. Figure
3.5 shows this architecture. Jitter reduction is obtainefiltering the clock buffers power
supply and shielding clock wires. An active deskew mechmanigas implemented to
reduce the skew between different domains. Clock signalskeyeed at each binary tree
root by an adjustable delay domain buffer. This design prtssé7 independent clock
domains therefore 47 adjustable delay buffers are used.

Local clock drivers (LCD) are located on the leaves of the darhaary trees. LCDs
are responsible to multiply and divide the base clock fregyeo achieve 1GHz and
4GHz respectively. LCDs are also responsible to gate thédlignal and adjust the duty
cycle. The circuitry used in LCDs is illustrated in figure 3®lock gating capability is
implemented by an AND gate connected to the NMOS transisttwe pull down logic.
LCDs work different from a regular inverter, the pull-downtip&onnects the output to
ground at each rising edge of the clock signal for a shoropeof time. The adjustable
delay buffer is responsible to connect the output to vddietioee it controls the cycle.
The driving strength is given by an output buffer. Clock freqay division by 2 is done
using clock gating logic and a global synchronization sigheequency multiplication by
2 is achieved by using two pull-down paths, one enabled atisivgg edge and the other
enabled at falling edge.

In (BINDAL et al., 2003) the clock distribution design for Rerm 4 microprocessor
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was improved to achieve sub-10ps skew. Figure 3.7 illuessrdite sub-10ps clock distribu-
tion scheme proposed for the Pentium 4 microprocessor. [k distribution is divided
into three steps, the Pre-Global Clock Network (PGCN), Gldiatk Grid (GCG) and
local clocking.

PGCN takes the clock signal from the output of the PLL to theiirgh the GCG. The
clock signal passes through 27 inversion stages until ¢dhvesone of the GCG drivers.
Skew over 27 inversion stages is reduced by shorting imgeotgtputs as shown in figure
3.8. This methodology is able to average the variabilitg&ffreducing the skew between
adjacent paths. This idea was generalized later in (RAJARAM; MAHAPATRA,
2004). Reducing clock skew in the PGCN is important to redugegpaonsumption due
to short-circuit (crowbar) current at the GCG stage.

In total there are 1474 GCG drivers. GCG drivers are placeder8istripes equally
spaced over the chip area, as shown in figure 3.9. All gridedsifhave a tunable drive
strength. The input capacitance is the same for every GC@rdtherefore PGCN design
can be decoupled from the GCG and the local distribution.

The local clock distribution presents two stages. The fieges presents delay pro-
grammability and clock gating capabilities. The secongestaresents functional clock
gating capability.

3.2.2 Itanium 1st Generation (2000)

The 1st generation of the Itanium processor was the firstdg#®cessor. It was build
on a 180nm technology and operated on a frequency of 800MHkz clbck architecture
of this microprocessor was reported in (TAM et al., 2000). dverall view of the clock
distribution for the first Itanium processor can be seen iaréd.10.

Global clock distribution was implemented using a latehi¢lsled htree. Htree takes
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Figure 3.11: Deskew buffer positions. (TAM et al., 2000)

the clock signal from the output of the PLL to eight differetgskew buffers clusters.
Each deskew buffer cluster contains four deskew bufferso deskew buffer clusters at
the right bottom corner of the chip are misplaced from theginal positions, as shown
in figure 3.11, therefore wire length had to be matched togoueshtree symmetry. The
deskew buffer is a variable delay inverter implemented asgmted in (GEANNOPOU-
LOS; DAI, 1998). The delay inserted by the deskew buffer idatpd every 16 clock
cycles.

The deskew buffer separates global and regional clockillisions. Each deskew
buffer drives a regional clock driver that is connected tdoglkc mesh (grid). There is a
total of 30 different clock regions, therefore 2, out of tfiedeskew buffers, are unused.
Regional clock distribution is composed by the deskew buffex regional clock driver
and the regional clock grid.

Local clock distribution is composed by the local routinghoecting the regional
clock grid to clock buffers and clock buffers to flip-flops. dBalocal clock buffer was
designed to drive a specific load range. Additional locatklbuffers can be inserted to
intentionally skew the clock.

3.2.3 1.2GHz Alpha Microprocessor (2001)

The clock distribution of 1.2GHz Alpha microprocessor (NAdt al., 2001) was re-
leased in 2001 by Compaq Computer Corporation. This micropsacewnas built in a
180nm technology with 7 metal layers. It has 152 million siators distributed over a
396.68mm area. Supply voltage is 1.5V. Total power consumption iS{25

The clock distribution for 1.2GHz Alpha microprocessor (XAHOPOULOS et al.,
2001) can be divided into four distinct clock domains, aswghan figure 3.12. The
clock distribution for the microprocessor core is done by &Cllock domain. NCLK
distributes clock over memory and network subsystems. Therdwo clock domains
distribute the clock signal to the cache L2 banks (L2ZRCLK antd@K). No deskew
methodology is applied between different clock domains.

The core of the clock distribution, GCLK domain, was procesgrated from Alpha
600MHz clock design (BAILEY; BENSCHNEIDER, 1998). Alpha 600MHises htrees
and xtrees to distribute the clock signal to 16 GCLK driveraclicGCLK driver is con-
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nected to an array of buffers driving a clock mesh. Figur& 3Hows the GCLK clock
distribution scheme for Alpha 600MHz microprocessor.

NCLK domain uses an rectangular xtree to distribute the ckigkal on the north
portion, while two htrees were used to distribute the clagkal along the sides. NCLK
domain can be further divided into another 11 sub-domamd|uwstrated in figure 3.14.
Each subdomain is driven by a subdomain buffer and contamsetal grid twice denser
than NCLK global grid. Skew within a subdomain is about 50% lfgnahan the total
skew in the NCLK domain.

L2RCLK and L2LCLK use sparse horizontal clock spines to distelihe clock along
each memory bank. Partial htrees connect clock spines ltheclock output.

3.2.4 Power4 (2002)

Power4 microprocessor was released in 2002 by IBM (WARNOCK g2@02)(RES-
TLE et al., 2002). It operates in a 1.3GHz frequency. It wasitated in a 180nm tech-
nology and contains 174 million transistors. The clock rekndrives 15200 clock sinks.
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Clock distributions done by a globalx® buffered htree that drives a 64 array of
sector buffers. Each sector buffer drives a minimum delayjoseree connected to a
32x32 clock mesh. Figure 3.15 shows a 3D visualization for theeeRPOWER4 clock
distribution. Sector trees are tuned to minimize clock skéxosslinks are added and
wire widths are changed to minimize skew in sector treesuréi@.16 shows 4 sector
trees driving 1/16 of the clock mesh. Non-symmetrical nogitidifferent wire widths and
crosslinks can be observed in this figure. In this design g@leiclock domain is used,
therefore no deskew methodology was implemented.

3.2.5 Itanium 2nd Generation (2002)

The second generation of the Itanium processor was releasi02. This version
was renamed to Itanium 2. It was implemented using a 180nhmtdogy and operates at
a 1GHz frequency. Itanium 2 clock distribution was presgémé ANDERSON; WELLS;
BERTA, 2002).

The highest level of clock distribution is composed by a aniynbuffer, repeaters
and variable delay buffers at its sinks. The clock signatasgmitted using differential
signaling. In a regional level clock distribution is contesf from a differential to a single-
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ended signaling. Clock gaters are added to switch off clockdigions with no activity.
Clock routing at both levels was performed using a htree topolThe clock wires were
heavy shielded as shown in figure 3.17.

Although variable delay buffers were included in the clo@tribution structure no
deskew methodology was used. Variable delay buffer arearsigdor identifying critical
paths at the silicon level. A global picture of the clock disition scheme used in this
microprocessor can be seen in figure 3.18.

3.2.6 Itanium 3rd Generation (2004)

The third generation Itanium processor was finished in 200zbntains 410 million
transistors and was fabricated in a 130nm technology. Clpekades at 1.5GHz. This
generation is also commercially called Itanium 2. In congmar to the previous version,
besides of 50% increase in clock frequency this version@ssents a 100% increase in
the cache L3 memory size.

Figure 3.19 presents the clock distribution scheme impiaetefor this microproces-
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sor. A differential signaling approach was implementetiattigher level of the clock dis-
tribution, where clock is distributed through an htree lugdich clock domain is reached.
Regional clock distribution is done using a clock tree withetole delay buffers. No clock
meshes are used at global or regional level.

A fuse-based deskew methodology was implemented to redock skew due to
process variations. The methodology used in the deskevitectlre design is the same
presented in section 2.4.2.2. Variable delay buffers dilbrated only once after the chip
Is fabricated.

3.2.7 Power5 (2004)

Designed using IBM’s 130nm technology Power5 microprocegiK@LLA; SIN-
HAROY; TENDLER, 2004) was released in 2004. This processeratgs above 1.5GHz
with a supply voltage of 1.3V. This processor has two sepanatk distribution schemes,
one exclusively for memories and another one for all otheackyonous elements.

The global clock distribution scheme relies on a non-symimatree. A global htree
is used to drive the clock signal to a matrix of>482 sinks as illustrated in figure 3.20.
The main clock distribution has a total of 91 buffers.

A clock mesh is used in the sinks of the global clock distiidnut Sequential elements
are connected to the clock mesh through clock gater celtsyialg an aggressive use of
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Figure 3.20: Power5 htree. (CLABES et al., 2004)

clock gating to conserve power.

3.2.8 Dual-Core SPARC V9 (2005)

The Dual-Core SPARC V9 (UltraSPARC IV+) microprocessor (HARERle, 2006)
is the fourth generation of 64-bit SPARC architecture. It 288 million transistors and
operates at 1.8GHz. It was built on a8 dual-VT technology. It consumes 90W with a
supply voltage of 1.1V operating at the nominal frequendye Total die area is 336m?>.

The global clock network uses a true and completely symoadthinary tree. By
equalizing the number of levels and building a symmetriczd the effect of power, volt-
age and temperature (PVT) variations on clock skew is miechi The global clock tree
has 16 stages and drives the clock signal from the clock hecd tlock grid. Some nodes
in the global clock network structure are shorted in ordenske the clock network less
sensitive to PVT variations.

Clock gaters (local clock headers) are used to drive the dlock the clock mesh to
the local clock distribution. Local clock networks are glkdrrows of local clock headers,
in which only local clock headers with the same enable famctian be shorted.

The total clock skew measured in this structure was 20ps.

3.2.9 First Cell Processor (2005)

The first cell processor is composed by a Power architectoeepsor combined with
8 other synergistic processors. It has a total of roughlyr@Bébn transistors. It was built
on a 90vm SOl technology with 8 metal layers. It operates at 4Ghz wih@ply voltage
of 1V (PHAM et al., 2006)(PHAM et al., 2005)(PHAM et al., 2006).

The chip contains three different global clock domains aachedomain operates in
a different frequency. The main clock domain is distributledbugh a clock mesh that
covers 85% of the chip. The other two domains are also diggtusing clock meshes
interleaved with the main clock mesh. Both domains operate frequency fractioned
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from the main clock.

The design of the main clock distribution is an extensionha& tlock distribution
designed for Power4 processor, described in section \@&.4nformation is given about
the differences between Power4 global clock distributiod e global clock distribution
used in this processor. The clock mesh located at the sirtleaglbbal clock distribution
is built in the lowest impedance metal layers. 850 tunabféelsiare used to drive the
clock meshes. Tunable buffers allow a better control oflchcival times, reducing clock
skew, even for regions with very different load densities.

Clock signal is gated only at the flip-flops and latches. Thelclyating circuitry is
fully integrated to the flip-flop and latch designs.

3.2.10 Itanium Montecito (2005)

Itanium Montecito is a dual core Itanium microprocessoeasked in 2005 (MC-
NAIRY; BHATIA, 2005). It operates at 1.8GHz and contains 1h4iRion transistors.
The total die area is 595.557m2. It was built using Intel's 99m technology. The total
dissipated power is 100.

The clock distribution for this processor is divided intaiféevels, from 0 to 3. Figure
3.21 gives a top view of all the levels. Level O drives the kléom the clock source to
the different clock domains. Level 1 corresponds to the @latock distribution levels
within each different domain. Level 2 corresponds to theisglobal distribution, for
most of the designs a clock mesh is used in this level but ;xdesign a RLC matched
htree is used. Local clock distribution corresponds toll8ve

Level O clock distribution drives the clock signal to thefelient ip cores inside the
die. It uses a differential low voltage swing scheme to dtheclock signal to each one
of the cores. The routing topology is a tapered htree. Clocksvare shielded in this
level. Digital frequency dividers (DFDs) are at the sinkslo$ level.

DFDs are used to divide clock frequency by half. Level 1 distion starts in DFDs
outputs. This level uses a full swing differential disttilom. A 90 degrees phase shifted
copy of the clock signal is distributed along with it. Leveldute follows the same route
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topology as level 0. Level 1 is terminated by the second leladk buffers (SLCBS)

which are frequency multipliers and delay adjustable baffeClock is restored to its
original frequency with a very low skew in the output of SLCBéieTdeskew adjustment
is done by a set of hierarchically arranged phase compar&ioated in the output of
SLCBs. This is an active deskew mechanism.

Level 2 routing drives the clock signal from SLCBs to clock verrdevices (CVDs).
It uses single-ended full swing signaling. This level alsesia htree routing topology.
To minimize skew an in-house tool was used to tune wire witlilimlance RLC delay in
the htree. This sort of routing was also used in the secondrgéan Itanium processors,
described in section 3.2.5.

CVDs fulfill two roles, besides of driving the clock signal yhean insert skew in the
clock network that can be used to debug timing issues in tisefpbricated chip. Clock
gaters are inserted in the CVDs output. Level 3 routing is msighed along with the
rest of the clock network. It is done specifically when eaatklis designed. The only
constraint imposed to level 3 routing is that it can presemiaaimum delay of, at most,
12ps. Most of the clock skew in this microprocessor comes fiiois routing structure.
This is the only routing level that may not use shields fortld wires. All the other
routing levels are fully shielded.

3.2.11 Power6 (2007)

Power6 microprocessor was released in 2007 (FRIEDRICH e0fl7)2THOMSON,;
RESTLE; JAMES, 2006). It uses IBM’s 65nm SOI technology withlégels of metal
layers. Containing 700 million transistors distributed oaedie area of 34hm? it op-
erates at frequencies higher than 5GHz. Power consumpgiordop below 100W in
power sensitive applications.

The global clock distribution is done by a 7 to 9 stages claoek.t Programmable
delay buffers are inserted in this structure to reduce skatwéen different meshes. The
global clock distribution is divided into two distinct clkcdomains. Within each domain
"PVT bars" (i.e. clock spines) are used to short parallelegagducing clock skew.
Tunable sector htrees are driven by the global clock treealGlock Buffers (LCBs) are
located on the sinks of the sector htree. Local Clock Buffeesvariable delay buffers
that besides of calibrating the clock network delays thay aso change duty cycle.
Local Clock Buffers are connected to a virtual mesh. Since LCBsateange clock
signal characteristic two LCBs can only be shorten when thegysd generate the same
clock signal. For this reason a single clock mesh can not bd tsconnect all LCBs.
By connecting only LCBs with the same clock signal characiesst virtual mesh is
formed. A global view from Power6 clock distribution netwand its latencies can be
seen in figure 3.22.

(THOMSON; RESTLE; JAMES, 2006) presents another feature dseing Power6
microprocessor clock network design. To reduce enviroralerriations effects and
keep the duty cycle correct, clock lines are designed hawargsmission line theory in
mind. By properly selecting clock lines width and lengths eaeflection effects are
used to reduce environmental effects on propagation timeés2oid undesired duty cycle
changes. For this design, the wire length between buffersgago 2.5mm in the clock
network.
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Figure 3.22: Power6 clock distribution. (FRIEDRICH et al., 2P0

3.3 A General Microprocessor Clock Distribution Architecture

This section has described the architecture of severardift microprocessors. We
can observe that each microprocessor utilizes differeategjies to solve the problem of
controlling the power consumption and designing a clockvoek robust to the effect of
process and environmental variations. Although no two opwcessors use the same
solution to distribute the clock signal we can observe soaietp in common among the
characteristics of each clock distribution scheme:

e Global clock distribution is done by a global tree.

e Clock sinks are divided into different domains, domains cparate at different
frequencies.

Deskew circuitry is used to reduce the skew between diftetemains.

A clock mesh is used within each domain to reduce the effecanébility.

A local buffered clock tree drives the clock signal from thac& mesh to the clock
sinks.

Figure 3.23 illustrates a general clock distribution sca¢hat combines the common
characteristics observed in the different clock architexs described in this section. A
global tree is used to drive the clock signal from the cloclree to the clock meshes
in the different clock domains. The global tree is shieldededuce crosstalk effects.
Other techniques can be applied in the global tree such #sratitial signal to increase
robustness to noise and reduced swing to reduce power cptisnmAlthough shielding
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Figure 3.23: General clock distribution for microprocesso

Clock sinkse—

and differential signaling techniques may be applied tagthbal tree it may still be highly
affected by environmental and process variations. Theagjlolock tree covers large
distances, requiring the repeaters to be inserted to giegrttre quality of the clock signal,
therefore it is more affected by variations than any othet phthe clock distribution

network. To guarantee a low skew in spite of asymmetricadilug global clock tree

can be built in a completely symmetrical fashion by insgrdummy loads to equalize
capacitance at branches.

Clock sinks may be divided into different clock domains, ealclck domain is driven
by a different clock mesh. This idea is the same as the TLMiciure presented in
section 3.1.1.3. Deskewing circuitry may be inserted betwtbe different clock domains
to offset the effect of process variations. Clock meshesespansible for filtering the
effects of environmental variations in the global clocletdelivering a low skew and low
jitter clock signal to the local clock trees.

Local clock trees deliver the clock signal from the clock m&sthe clock sinks, sim-
ilarly to the MLT architecture described in section 3.1.H®wever, differently from the
MLT architecture the local clock tree found in the clock atetture of microprocessors
Is buffered. Local clock trees are not significantly affelchy variations since they have
very few buffer stages and a small wire length. The imporasfchaving a buffered lo-
cal clock tree is to decouple the total clock sink capaciaimom the clock mesh and
therefore reduce the short circuit currents in the clockimes
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4 CLOCK MESH ANALYSIS

Clock mesh analysis is an extremely important task. Clock egsiie extremely
hard to analyse due to the large number of elements requiretbdel it and to loops
introduced by the mesh structure. Besides that, clock dtiive estimation has to be
extremely accurate. Small error margins at the arrival tesemation can reflect huge
error on the clock skew estimation.

This section targets at the mesh analysis problem. We vatldiscuss some aspects of
clock mesh modeling and next we propose a simple methodatoggable and speedup
the simulation of large clock meshes. Related works arewsaden the end of this section
and after that conclusions are presented.

4.1 Modeling

Mesh wires are modeled usingramodel. A singlex model is shown in figure 3.3
while a 3r model is shown in figure 3.4. The numberzaf used to model a wire depends
on the wire length]. Figure 4.1 shows the error obtained in the delay measurtsmen
performed on a wire model using differerimodels. The larger the numberoiused to
model a wire the more accurate the model will be. In our expents a & model was
considered as the golden value.

Clock analysis needs to be extremely accurate. Therefasemargins above 1% are
not acceptable. At the same time using a larger numbes 6d model wires increases the
electrical simulation time. Considering the tradeoff beswaccuracy and execution time
performance we have adopted the following heuristic: amg shorter than 3Q0long is
modeled using a single-model, any wire longer than that is modeled usingrar®del.

Flip-flops don’t need to be fully described since gate capack is the only thing seen
by the clock network, therefore flip-flops are replaced byacitprs conencted to ground.

4.2 The Sliding Window Scheme

To enable the simulation of large clock meshes for the achite evaluation study
reported in section 3.1 a new simulation methodology wapgsed. Long clock mesh
simulation time is due to the very high number of circuit edgs required to accurately
model a clock mesh. Pre-characterization timing analysikriiques can not be applied
to the clock mesh since gate models are not able to correatiehrshort-circuit current
that are present among the buffers driving a clock mesh.

In this section we propose to use the divide-and-conquetdtieuto divide the mesh
characterization task into smaller tasks that can be rumiallel in different computers
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Figure 4.2: Sliding window scheme. (CHEN et al., 2005)

without significant loss of accuracy. This work was first greed in (CHEN et al., 2005).
This work was developed in colaboration with other authdtse author of this thesis has
participated in this work by studying how the method accyreculd be increased by
discarding measures in the border of the accurate region.

We propose a new method called the sliding window scheme (S@&/Snalyzing
latency in clock distribution networks involving meshesheTsliding window scheme
Is based on the observation that for each signal sourcetheemesh buffer, the clock
mesh can be deemed as a cascaded low{pashlter. For thisRC filter, the attenuation
of a ramp input signal is proportional to the exponentialh# tistance. Because of this
exponential attenuation, if two nodes are geometricahytfey have very small electrical
impact on each other. This phenomenon enables us to ignore sbthe circuit details
that are geometrically distant from the node we are intedgist. In our proposed method,
the mesh is modeled with two different resolutions: we usetaittd circuit model for the
mesh elements geometrically close to the nodes we are negsund simplified model
for the mesh elements far from the nodes being measured.impéfgcation refers to the
local FF connections.

The basic idea of SWS is very simple. Given a meskn, we define a rectangular
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window IV of sizerx s wherer < m ands < n. If we fix the lower left corner oi¥’ to

a point on the meshH)/ covers some fixed region of the mesh. The connection of a FF
within W to the nearest mesh segment is modeled accurately by anpaigpea model.
The FF clock input pin is modeled as a capacitance. If thexef &Fs connected to a
mesh segment, the mesh segment is divided into at ffost 1) sub-segments. Each
sub-segment is modeled with an appropriatsodel. FFs that lie outsidd” and their
connections to the mesh are modeled approximately. Theasmaecting such a FF to
the mesh is replaced by an equivalent single capacitaneewirk resistance is ignored.
Given a mesh node outsidelV, the region covered by is the unit rectangle shown in
figure 4.2. LetC, be the sum of the clock input pin capacitances of all the FRkRis
region along with the capacitances of the wires connecltiagitto the mesh. Then;, is
lumped as a single capacitance:al he mesh segments outsidéare still modeled with
appropriater models.

The Spice file corresponding to this model for the window tmrais generated and
simulated. The clock latencies at all FFslin are measured. Next, the window is slid
either horizontally or vertically so as not to overlap wittetprevious locations. Once
again, a Spice model is created and run. Simulating theeemi@sh is thus broken down
into multiple window-based simulations. In fadt’=']x[2=] Spice simulations are
needed to cover the entire mesh and thus all the FFs in thgrdesi

As we will show, our scheme can complete on fine meshes andisate within 1%
of the complete mesh simulation. Also, it is naturally sdite parallelization or grid-
computing, since different Spice simulations are completelependent to each other.

The SWS scheme is a divide-and-conquer partitioning tecienigpproximating the
region outside the window reduces the number of nodes initbeitmodel. Approxi-
mating each FF saves either 7 nodes if the wire is longer tB8n ar 3 nodes otherwise.
In a typical design, where there are hundreds of thousan&§®fthe reduction on the
size of the Spice model can be huge. Also, we can obtain CPUsgeas well, as the
following example illustrates:

Assume a 6565 mesh, and a design with 100K FFs where FFs are uniformly dis-
tributed over the chip. Let us also assume that all the wired mresh segments are
modeled with a single- model. LetN, be the number of nodes in the golden model,
which is obtained when all the local FF wires that connect FFh®inesh are modeled
accurately. Each mesh segment is modeled with the singtedel and has 2 nodes (fig-
ure 3.3). The number of mesh segments is@®#= 4096. Hence, the number of nodes
on the mesh is about 8200. Each FF contributes with three namesfor the FF, one for
the point where it is hooked to the mesh, and one internal notleeir model. Thus FFs
contribute about 300K nodes. TheW, = 308K.

By using a window/? measuring 1%17, for a given location ofV/, let the number
of nodes in the Spice model Bg;,. As before, the mesh segments will contribute 8K
nodes to the model. However, only about 1/16 of the total F&~within11/. Then, only
7K FFs are modeled accurately. They contribute 21K nodes. HFs outsiddl” do not
contribute any additional nodes, since they are lumped atidarest mesh node. Then,
Ny, = 29K. Thus, we see a X0reduction in the model size using SWS.

Let us assume that Spice run-timeJgéN ') to estimate the run-time of SWS. Since
the number of nodes reduces by a factor of 10, each windowaiioilis aboutl 0! =
32 times faster than the golden model simulation. A totaléo$iinulations are required
to cover the entire mesh. Thus we can expect an overall sgeed-2 for sequential
execution on a single machine and a speed-up of 32 for patkcution (assuming 16
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Figure 4.4: Experimental data justifying SWS. Approximati, mimics SWS;A, does
not include model of the circuit outside the region of instrd CHEN et al., 2005)

machines are available).

4.2.1 SWS Justification

To justify the basic idea of SWS, we performed a series of snepleriments on
0.13u technology in the circuit in figure 4.3. An appropriatelyesil bufferb drives a
series connection afidentical wire segments (i is varied from 4 to 8), each of length.
The final nodeV; fans out tgp branches, where each branch contains a single segment
The value ofp is varied from 1 to 7, and that éffrom 10Q: to 30Q.. Nodesout and N,
throughN; mimic the nodes inside the window of SWS, where we wish to makarate
delay measurements. Thebranches mimic the local FF-mesh connections outside the
window. During simulation, each is replaced by a single-model. This is the exact
model. We measure the (rise) arrival times)at and variousV; nodes (the waveform
in the input ofb serves as the timing reference). These arrival times foerb#sis for

determining the accuracy of the next two approximationsylmch thep branches are
represented by simpler models.
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Figure 4.5: Maximum error without and with border forsd6: x 10mm chip, 10<10
mesh, 10K FFs and a buffer on every other mesh node. (CHEN &0ab)

In the first approximation, we set the resistance of eachegp thranch wires atV; to
zero. This makes all the branch wires purely capacitive diedtavely lumps all branch
capacitances av;. Let us call this approximatiod;. A; mimics the basic idea of SWS,
where the local connections to FFs are replaced by apptemég@acitances at the nearest
mesh nodes; the resistance components of local conneetierset to zero. We measure
the arrival times at various nodég; and compare them with the corresponding values
from the exact model.

In the second approximation, we remove all the branchess finnics the extreme
choice that the region outside the window is completely ilated and not included in
the model. Let us call this approximatioty.

We simulated the clock mesh exact model and the models eotfiom A, & A, for
different values of, i, andp. Figure 4.4 shows the percentage delay error at various mea-
surement nodes fof; and A,. In all the experiments, delay errors for the approximation
A; were found to be less than 0.5%. However, the errors4fowere as high as 65%.
The error is higher ifs is longer (b vs. a); is smaller (c vs. b), op is more (a vs. d).
Also, the error increases sharply as the measured nods ghifte right and gets closer
to the branch region that is being approximated. This coufitme basic premise of the
window scheme: ignoring resistance of the local FF wiresidetthe window introduces
insignificant delay error, but completely ignoring the mgoutside the window can result
in large errors.

Note: It is not necessary to consider the lenigth each segmentlonger than 300.

If [ = 300y, the wire betweem and V; has at least 4 copies ofand hence is at least
1.2nm long. A repeater is inserted in the clock afterst:2 to restore the signal rise
and fall times. As for each of the branches to FFs, skew cersiithns dictate that these
connections must not to be longer than 300

4.2.2 SWS Accuracy

The circuit set-up in the last section included a single déauéfriving a simple tree
of wire segments, it did not take into account loops and théiwddver nature of the
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mesh, 10K FFs and a buffer on every mesh node. (CHEN et al.,)2005

mesh. In this section, we model the actual mesh architettucheck the accuracy of
SWS. The mesh size was set tox1ID, and the number of FFs to 10,000. The FFs are
placed randomly with a uniform distribution on ark0» x 10mm chip. Mesh buffers are
assumed to be present on every other mesh node and are sipediag to the load in the
region around their respective mesh nodes. The flat siroulédir the entire mesh could
finish, yielding the golden clock latency valueg(:) for each FFR. For SWS, we vary the
window size from %2 to 10x10. For each window sizgx j, let Ly, (i) be the latency
for FF i in the SWS. We computé#,,,..., the maximum percentage error in latency over
all FFs as follows:

Ly (i) — Ly, (4)
Erar = maz{ 7,00 }x100 (4.1)

We plot the maximum erro#,,,,., for each window sizg in figure 4.5 as bars labeled
without border. The siz¢ = 10 means that the whole mesh is simulated in its entirety by
including accurate models for the connections to all FFstlher words, this simulation
yields the golden latencies. It can be seen Hiat, ranges from 26% to 32%. Such large
error values are unacceptable, given the stringent acgcueapirements for the clock
signal.

4.2.3 Improving SWS Accuracy

Analysis of flip-flops with large latency errors revealedtteach FFs were almost
always close to the window boundary. SWS accuracy improvastidally when the
latencies of FFs on the border are ignored. So we enhancéxdsge SWS by expanding
the original windowlV to W’ by including a border around’, as shown in figure 4.7.
The windowW’ was modeled accurately. However, the clock latencies werasored
only for the FFs in the original windowd’. The latencies for FFs i/ — W' were not
measured when they fall within the core of another approgmandow.

We reran the above experiment with the border-enhanced SWhdrder was cho-
sen as one mesh segment along each one of the four window &eesdAs shown in
figure 4.5, bars labeled with border, the maximum error vhithltorder is less than 4.5%
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Figure 4.7: WindowV and its border. (CHEN et al., 2005)

over all window sizes. Interestinglyhe maximum error is almost constant as the win-
dow size changesThen, other criteria can be used to select an optimal winsiee; as
described in section 4.2.4.3.

As another set of results, in figure 4.6, we show the resultshi® same set-up as
before, except the mesh buffers are now present on every poast Without border, the
maximum error ranges from 12% to 17% for different windowesizWith the border, it
is always less than 1%.

Intuitively, there are large errors in the region outsi@é The bordedl” — W pro-
vides a buffer zone between the outside regionlahdhrough which the latency inaccu-
racy reduces.

4.2.4 Experimental Results

We have developed a clock mesh analysis tool which readsasplecification (e.g.,
chip dimensions), FF locations, technology informatioesimbuffer sizes and locations,
and mesh parameters (such as mesh size, wire widths). ludemnSpice transient sim-
ulation to compute clock latencies for the FFs with respec¢hé clock source (which is
connected to the inputs of all the mesh buffers). The contioutes based on the proposed
sliding window scheme. Currently, it requires window sizargmit. For each window
location, the tool generates the Spice model for the meshl Wires and flip-flops within
and outside the window. Unix shell scripts were written taage the sliding windows’
generation, simulation, and extraction of clock laten&iem the simulation output.

We designed our experiments to achieve three goals:

1. To show that our proposed scheme is accurate for meastldok latencies. For
this, we need to use mesh and circuit instances that do netedxte capacity of
Spice and can be completed in one single simulation.

2. To show examples where the (flat) simulation for the whadsimcould not finish,
but SWS could. Also, to study the CPU time and memory tradeasfa function
of the window size.

3. To come up with a method for determining the best window.slhe best window
size is the one that generates a Spice model within the m&ishimemory capac-
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Figure 4.8: Accuracy of SWS for different experimental sefsi. (CHEN et al., 2005)

ity, minimizes the error, and either a) minimizes the oves@hulation time, or b)
minimizes the turn-around time for parallel simulation.

All the experiments were conducted in an industrial 0.18netogy.

A typical run of a circuit simulator (e.g., Hspice) sessiorsimulate one Spice file is
called a simulation. A win-experiment is defined as the ctilke of simulations resulting
from sliding the window across the mesh to cover all the FR#) @ given chip size,
mesh size, FF count, window size and mesh buffer locatiohs.sE&t ofwin-experiments
obtained when the window size is varied from 1 to the maximassble value is called
an experiment. We carried out numerous experiments withrdifit values of chip size,
mesh size, and FF count. Two chip sizes were usednS5mm and 10nmx10mm.
Three different mesh sizes were used:x10, 18x<18, and 2&26. FF counts of 1K
and 10K (1K = 1000) were used. FFs were placed randomly withifanm distribution.
Buffer steps used were 0 and 1; 0 means every mesh node has auifesland 1 means
every other mesh node has a buffer. Due to lack of space, wepoesent results for
a selected window size for each experiment. This window wiae picked to minimize
an average of percentage maximum error, percentage avemnageand CPU time. The
following labeling scheme was used for an experiment. Fstaimce, the experiment with
the chip size of 1vmx10mm, FF count of 10K, mesh size of ¥10, and a buffer
attached to each mesh node was labele@ f10_m210_.0The accuracy results for this
experiment were shown in figure 4.6 for all window sizes.

4.2.4.1 Accuracy

Figures ??? and ??? have already shown SWS accuracy resuispiriments
c10_f10_m10_&ndcl0_f10_m10_eespectively over all window sizes. Figure 4.8 shows
results for different experiments, but only for the seldctendow size (as described
above) when running SWS without including the border. It caiséen that the maximum
error in most of the cases is below 2.5%. However,db® f10_m10 ,the maximum
error is 27.5%.
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We reran all the experiments using border-enhanced SWSavitrder of 1. For all
the experiments except two, the maximum error is now below Tk& other two exper-
iments had maximum errors of 2.9% and 1.8%. Although notntedan the figures, for
any given FF, the difference between the golden latency laa&WS-computed latency
was less thanzls almost always. The 2.9% error case was an exception, wheetag d
difference of ps was seen: the golden latency for a FF wasj23But the SWS computed
a latency of 226s. These results show that the border-enhanced sliding wirsdbeme
is extremely accurate for computing clock latencies.

4.2.4.2 Large (Mesh + Design) Instances

Another experiment was run using a>685 mesh with 100K FFs placed randomly
with a uniform distribution on a 1.1GHz Sparc64-V with 4GBimamemory. The goal of
this experiment was to demonstrate that there are caseg wWieeflat golden simulation
cannot complete, but SWS can. For SWS, window sizes equad 80 B6x 16 and 3% 32
were evaluated. We used Hspice from Synopsys for this exjeeiti. It was found out that
Hspice could not complete the flat simulation for the wholex65 mesh. Hspice used
up more than 2GB of memory and aborted after 36 hours. Note2tBR is the address
space limit of the Hspice binary we used. In figure 4.9, we t#lettotal execution time
for the win-experiment for each window size. Note that 64, &6d 4 simulations are
required for the window sizesx@, 16x16 and 3% 32 respectively. We also show the
maximum execution time for a single simulation (i.e., fon@# location of the window).
If different simulations for a given mesh could be done ingliet in different machines,
the execution time would be determined by the maximum CPU foneimulating a
single window location. The maximum memory required by timeusator is shown in
figure 4.10. The amount of memory shown for the flat simulatia, window size 64)
Is a lower bound, since the simulation did not finish.

We note from these plots that as the window size increasesrtiount of memory
needed for the simulation increases and so did the simaol&tiee for a fixed window
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Table 4.1: Runtime on a real design with about 300K FFs. Ramlecution assumes 4
processors.(CHEN et al., 2005)

Mesh size Execution Time

Sequential Parallel
65x 65 6h48min | 1h46min
129x129 | 20h22min| 5h18min

location. This was expected, since a larger window coveneri&s whose connections
to the mesh are modeled accurately in SWS. Hence the size &pllke model and the
execution time grew. However, the total time over all simiolas tends to be large for
small window sizes and goes down as the window size incrdadeslf the mesh size.
This happens because the number of simulations for the whegh also reduces with
increasing window size.

We also tested the sliding window scheme in a real designgiwiiad almost 300K
FFs. The cell and FF placement had already been done usingmewial placement
tool. We used two differentmesh sizes: 8@ and 12%129. The execution time is
reported in table 4.1 for two cases: sequential executiaménmachine and parallel exe-
cution assuming 4 machines. The table shows that SWS canchaadidesigns overlaid
with fine-grain clock meshes. Parallelization, even witly@hmachines, can make the
turnaround time practical.

4.2.4.3 Optimal Window Size

The main advantage of SWS is to be able to accurately simwdage imeshes and
designs that cannot be completed with a flat simulation. 8ditkt requirement on the
optimal window size is that the resulting model fits in the m@iemory. Next, we would
like to complete the simulations quickly. As for accuracyg mote from figures 4.5 and
4.6 (with border) that the SWS accuracy does not depend onitigow size, and hence
it is not a determinant of window size.
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It is clear from section 4.2.4.2 that a smaller window sinegamuch faster than a
bigger one. So for parallel simulation, it is better to pickadl window sizes. A smaller
window also yields smaller simulation model. On the othendhdarger windows tend
to have smaller total simulation time. So they are prefer&n sequential simulation, as
long as the SWS model fits in the machine memory.

4.2.5 Conclusions

Analysing clock mesh of a large industrial design has bedfiiaudt problem. In this
study, we presented a new sliding window scheme to analgdatiéncy in clock meshes.
We showed that Hspice could not finish on ax@ mesh with 100K FFs. It needed
more than 2GB of memory. Our technique could complete intless 1.5 hours within
1GB memory. The border-enhanced SWS, when applied to snratances of mesh and
FFs, almost always comes within 1% of the delay computed fittenSpice simulation
of the complete mesh. We also proposed strategies for sajeitte optimal window
size, which take into account the total machine memory aedldgree of parallelization.
We applied our scheme successfully on a large, real indlistesign. Our technique
extends the capability of Spice in handling large (RLC) clodsires and designs. Finally,
our scheme is naturally suited for parallelization and ea#s a turn-around time of less
than 2 hours on a design with almost 300K FFs and with ax@ mesh. Thus, our
scheme effectively solves the problems associated withitimaal clock mesh analysis.
This should enable widespread use of clock mesh archiecinrASIC and processor
designs.

Our technique can be further improved to reduce the memaypyirement and run-
time as follows.

1. We can reduce the complexity of the model by simplifying tbgion of the mesh
outside the window. For instance, each mesh segment outsed@indow could
be modeled always as a singteinstead of the current threshold-length-triggered
switch between single-and 3« models.

2. We need to explore the applicability of linear and nordéinmodel order reduction
techniques in the context of the mesh. These techniquesd paténtially reduce
the model size and help speed up the clock mesh analysis.

3. With technology scaling, the variations in voltage, temgure, and crosstalk noise
lead to clock jitter. We plan to work on jitter measurementlimck meshes.

4.3 Related Works

The work presented in section 4.2 was the first to addressrtidgm of clock mesh
analysis. Later other works were published about this toplds section presents other
solutions to speedup clock mesh simulation and enable thalaiion of large clock
meshes.

4.3.1 Accelerating Clock Mesh Simulation Using Matrix-Level Maromodels and
Dynamic Time Step Rounding

This work was presented in (YE et al., 2008). It presents énematical approach
to speedup the transient simulation of clock meshes. Clodtraenulation is expensive
due to the large number of elements used to model the clock ares also due to the
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Figure 4.11: Macromodel for linear part. (YE et al., 2008)

non-linear equations that model the behavior of mesh kaiff@his work proposes to
speedup mesh simulation by computing a simplified modelHerdinear components of
the clock mesh, therefore reducing the number of equattmatsieed to be solved when
the non-linear part is solved.

Figure 4.11 shows linear and non-linear part of the circad ahows which part is
replaced by the macromodel. The size of the macromodel esmdéted by the number
of ports in the linear part of the clock mesh.

The macromodel can be efficiently computed because the Imedified nodal anal-
ysis equations form a symmetric positive definite (SPD) matA SPD matrix can be
efficiently solved by using Cholesky factorization (GOLUB; AN, 1989). This is not
possible if linear and non-linear equations are solvedttmge Cholesky factorization
solvers are, in practice, a few times faster than generic dless. After computing the
macromodel, the macromodel is computed it is combined \wigmbnlinear circuit equa-
tions and then solved using Newton-Raphson method. Sinagedbeomodel is a reduced
set of equations a large speedup is gained in comparisonplgiag Newton-Raphson
method to the initial set of equations.

It should be noticed that the macromodel for the linear pathe mesh has to be
recomputed for each different time step. Dynamic time stgsrithms are widely used
to enhance simulation efficiency and accuracy. To preventrtacromodel to be recom-
puted for every time step change the macromodel is precadgat a fixed set of time
steps and then the dynamic time steps are approximated lojosdest precomputed time
step smaller than the desired time step. The time step ragbedivided by geometri-
cally spaced time steps, e.g., for a range of time sfleps,, /..., the set of time steps is
going to be{ A,in, 2 X Nunins 22 X Nniny -5 2 X R }» SO tha2" X Ayiny > hinae- By USING
geometrically spaced time steps the total number of timaessa¢ which the macromodel
needs to be computedist [10gs(Pmaz/Pomin)]-

Table 4.2 presents a runtime comparison between a SPICEadiorubnd the pro-
posed technique using dynamic time step computation. lbeaseen that the proposed
technique can reach a #0speedup factor.

The proposed technique has shown to be effective in redunagh electrical simu-
lation time. No approximation is made during the macromapgleration then no error
is introduced in the simulation. In comparison to other teghes this technique has the
disadvantage of not enabling parallel simulation. Besitesgjuires the user to implement
its own simulation environment. It should be also noticeat the proposed methodology
Is not able to compute the waveforms at nodes inside the mmaxtel. A post-processing
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Table 4.2: Runtime comparison between macromodel-basadation and SPICE sim-
ulation. (YE et al., 2008)

Ckt | #nodes| #elements #drivers| Spice Macro. | Speedup
Runtime | Runtime

cktl | 400 1200 2 8.736s | 1.008s 8.67

ckt2 | 1000 3000 6 63.885s| 4.654s | 13.73
ckt3 | 2500 7500 20 727.24s| 34.18s | 21.28
ckt4 | 6500 20K 30 1h18min| 114.84s| 40.66

ckt5 | 40K 120K 100 | 4h21min| 778.16s| 20.15
ckt6 | 70K 200K 150 | 7h30min| 1149.91s| 23.48

step is required to derive the waveforms observed at thé clio&s.

4.3.2 Analysis of Large Clock Meshes Via Harmonic-Weighted Mol Order Re-
duction and Port Sliding

This paper presents a model order reduction technique lmeskdrmonic weighting
combined to a port sliding technique which increases thénatescalability (YE et al.,
2007). The harmonic-weighted model order reduction weighé importance of each
frequency domain harmonic on specific waveform charactiesis The model order re-
duction is performed in such a way that selected waveformaciteristics are preserved.
The port sliding technique is used to compute the waveforthénmesh buffers output.
The port sliding technique comes from the observation thatputing a compact multi-
port model for the whole mesh is a complex task when the numigorts is high.

The overall algorithm for the proposed analysis methodplogsented in (YE et al.,
2007) is shown in figure 4.12. The first step of the algorithtoisompute the weights
for each harmonic for a general clock waveform in such a way e delay estimation
error is minimized. Then for each mesh buffehe output waveform is estimated using
approximation techniques for elements with small influemaer the buffer under evalu-
ation. The final step relies on analyse the whole mesh and atentipe waveform at the
clock sinks.

Three different approaches are proposed to simplify dielements with small influ-
ence on the buffers under evaluation, a driver mergingegyatan importance-weighted
model reduction and a combination of both techniques. Tiverdmerging technique re-
lies on merging far away mesh buffers into a single effeatiesh buffer with size equal
to the sum of the sizes of the merged drives. The importareighted model reduction
consists in using only the DC and the first order moment to miadeway buffers. As
mentioned earlier, both techniques can be used in combmati

The proposed techniques were shown to be effective in spgegh the characteriza-
tion of clock meshes and enabling the characterizationrgelalock meshes. The error
introduced by this technique is very small. Table 4.5 reptré runtimes and errors as-
sociated with this technique. We can see that the error Wwéltbmbined simplifications
associated to the port sliding method produces an error ofost 2.5s for the tested
circuits.

The proposed methodology doesn’t require any simplificato be applied to the
mesh buffer, unlike most of other works. This methodologgnse scalable than other
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Input: Full Model: G, C, B, L; fy, Ctrl fac: x, Red-mod. sizeSy
Output: Reduced order modets, C, B, L
1 Computell// s using harmonic sensitivities equations
2V []
3 for each input do
4 Compute the transfer function at di¢; < T'F(0, 1)
for each harmoni&, k =1, ..., N, do
Compute the transfer functioff:F'(k, 1)
Vi — [Viy, Re{TF (k,i)}, Im{TF(k,i)}].
end
Normalize each column ii; and multiply each column using the
corresponding weight/;.
10 Perform singular value decomposition (SVD) on the weighteahatrix:
Viw = BY¥QT .
11 Keep the firstc dominant singular vectors ift;: V'« [V [pi1, ..., pik]]-
12 end
13 Perform SVD onV/ = P Y. Q7.
14 Keep the firstSyz dominant singular vectot¥ of P, X = [p;, ..., ps,] for model
reduction:G = X"GX,C = XTCX,B=X"B,L=X"L

© 00 N o O

Figure 4.12: Harmonic-weighted Model Order Reduction (MOR).

Table 4.3: CPU time comparison of CSAV and Hspice (unit: seLo(@HANG et al.,
2008)

ckt Size | # Drivers| Spice Comb. merge and MOR
runtime | ave. err| max err
mesh2| 27K 53 2h2min | 17min40s| 0.4ps 2.2ps
mesh3| 50K 100 3h 28min52s| 0.8ps 2.5ps
mesh4| 100K 100 6h30min| 40minl6s| 0.6ps 1.9s
mesh5| 300K 200 NA 3h10min - -
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Figure 4.13:7-model used to model mesh wires. (WANG; KOH, 2007)

works since it computes the waveforms at the output of thenrheffers independently.
The waveform computation in the output of mesh buffers caparallelized, improving
the speedup in comparison to the Spice simulation.

4.3.3 AFrequency-domain Technique for Statistical TimingAnalysis of Clock Meshes

This work presents a frequency domain technique to analgs& mesh timing in the
presence of variations (WANG; KOH, 2007). The authors clthat their work presents
the following contributions:

e Formulates a second order timing model for the sink arrivaétwith respect to
wire width and input arrival times.

e Computes the mean and covariance expressions for cloclklaime at the clock
sinks considering mesh wire width and input signal arriwaktvariations.

e When compared to Monte Carlo simulations the proposed statisming analysis
technique can reduce execution time by orders of magnitutheonly 1% error in
the mean estimation and 3% error in the standard deviatiomatson.

The method models the input clock signal arrival times arediire widths by Gaus-
sian distributions. Mesh wires are modeled using the singheodel shown in figure
4.13. Mesh drivers are replaced byT-periodic voltage source with rise/fall time of
For convenience the Thevenin equivalent is replaced by thoN's equivalent using that
In = VTH/RTHy Rry = Rn.

In the next step all input current sources are translateddedrequency domain by a
Fourier transform, to keep the equations consistent todhatens presented in the paper
the physical time is represented By

It = > diag[e?* ot =)]. (4.2)
k=0,£1,£2,£3...
In 4.2diag(v) denotes a diagonal matrix with the diagonal being the vectordkw,
is thek-th order harmonic angular frequency. Fog 0, 1% = —2TxCyxVddx sin(kwot/2)/(Tk*7?)]
andI”) = GixVdd/2 (TANG; FRIEDMAN, 2000). For the:-th harmonic the voltages
at the clock sinks can be computed by solving the complexafierguation:

G®) .y k) — 1) (4.3)
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Table 4.4: Runtime comparison. Time unit: Seconds. (WANGHK@007)

Mesh size| Proposed 1K MC | Hspice 100 MC| SWS 100 MC

30 x 30 13 668 3499 3681
50 x 50 40 2003 12298 35417
100 x 100 219 10028 fail > 3 days
150 x 150 675 32844 fail > 5 days
200 x 200| 1541 89063 fail > 5 days
300x300| 6538 | >5days fall > 5 days

In 4.3G* is the admittance matrix. The arrival times at the clock sicén be obtained
by letting V;(t') = Vdd/2 and solving fort’. Tipically, only few harmonics are required
to achieve sufficient accuracy.

A methodology to compute the admittance matrix as a funadiowire widths and
arrival times is presented in (WANG; KOH, 2007) but it willth@e shown here. (WANG,;
KOH, 2007) also discusses how to compute the covariancexmatithe clock sinks.

Experimental results show that with more than 33 harmotiesetror in the arrival
time estimation is close to 0 for a deterministic arrival¢icomputation. The statistical
analysis was compared to the Monte Carlo, the proposed matigydhas presented an
error smaller than 1% in the mean estimation and smaller 3&&ifor the standard devi-
ation estimation. The authors have shown a great speeduparethto Spice simulation
runtime. Table 4.4 shows the runtime comparison among dréifit approaches. It should
be noted that the Montecarlo simulation reported in tallleednsists of Monte Carlo runs
using the frequency domain method proposed by this workghvisi considered a golden
measure since a single run of the frequency domain methodsh@sn have an error
smaller than 1%.

Although the proposed methodology has shown to be accuratmparison to Spice
simulation the error introduced by replacing the invertgrabcurrent source in parallel
with a resistor was not studied. Current source models agtasBming model for gates
and buffers in combinational circuits, the clock mesh, andther hand, presents several
loops connecting the inverters output. When a skewed sigragiplied to the clock mesh,
short circuit currents will flow among the different invede The current source model
may present a large error in the presence of short circuients.

Another important aspect overlooked by the author is thecetif increasing the num-
ber of elements in the mesh model. In the experiments peedimthe paper the author
computes arrival times at the intersection of the mesh wilese are no flip-flops in the
model. By not including the flip-flops, the total number of eéts in the model is dras-
tically reduced. If the number of elements increases thdoaeproposed in this work
could face memory problems.

4.3.4 Clock Skew Analysis via Vector Fitting in Frequency Dmain

A frequency domain analysis methodology for fast simutaid clock networks is
presented in (ZHANG et al., 2008), this method is called CSAé proposed technique
Is able to speedup the simulation not only for clock meshealbo for the clock tree. The
proposed method relies on solving the frequency domaie statation in a few points and
then applying a vector fitting technique to derive the ragl@pproximate (GUSTAVSEN,;
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Inputs:
Clock net-list;
Excitation arguments

| Excitation transform |
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| Solve system equation in S domain |

P

Derive approximate rational function
of frequency response

:

| Recover the time domain waveforms |

Figure 4.14: Clock skew analysis via vector fitting flow. (ZH&Net al., 2008)
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Figure 4.15: Ramp signal waveform. (ZHANG et al., 2008)

SEMLYEN, 1999). Vector fitting and waveform recovery are lgggponly to the critical
sinks of the clock network.

Figure 4.14 shows the flow used to analyse the clock netwdik.fifst step relies on
transforming input excitations from the time domain to tregiiency domain. In order to
do that, input stimuli are assumed to be ramps. The Laplacesfiorm for ramp signals
are known, the Laplace transform for the ramp signal showfigiumre 4.15 is expressed
by the equation 4.4. By assuming the input stimuli are rampsr & introduced in the
analysis.

. _ E —sto —stq —sto E —st3
VZTL(S) = me —me —me +m€ (44)
The next step relies on solving the system equation, shovagiration 4.5, in the
frequency domain. Clock buffers are replaced by a linearecutvoltage source in paral-
lel/series to a resistor. Solving equation 4.5 is compaoitatily costly due to large circuit
size and the matrix inversion operation. In order to mingrtize number of matrix oper-
ations the system equation will be solved only to selectegency points.

z(s) = (sM + G) ' PV, (s) (4.5)

After solving the system equation for the selected frequegraints the frequency
response is approximated for the intermediate points byovditting. Vector fitting is a
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Table 4.5: CPU time comparison of CSAV and Hspice (unit: seLo(@HANG et al.,
2008)

Test Case| Hspice CSAV Speed-up for
CPUtme|| T, [(T,+T,) | w=t=5%

s1423 0.78 0.16 0.029 2.15
s5378 2.08 0.34 0.037 2.07
s15850 22.45 2.39 0.038 4.81
r4 277.15 | 18.49 0.041 10.55
r5 668.71 | 46.78 0.067 9.90
m80 338.14 7.55 0.053 13.80
m2100 681.17 | 13.27 0.038 21.10
m120 1342.06 | 23.67 0.037 26.68
m150 2965.53 | 43.03 0.037 35.03
m200 9352.85 || 132.75| 0.069 34.54

numerical method for rational approximation in the frequedomain. The vector fitting
and the frequency point selection is performed in such a \waythe maximum error
allowed in the estimation is 1% when compared to Spice.

The inverse Laplace transform is applied after the vectnditwvas performed. The
output waveform is computed in the time domain using equati6é, in whichnN, is the
order of approximation for vector fitting.

Ng
Vout(t) = Zcie““t,t >0 (4.6)
i=1

By assuming that a fixed time step will be used and tkiatime steps are required
equation 4.6 can be rewritten to:

E; = e (4.7)
Na
Uout<NtAt) - ZciEiNt (48)

Solving equations 4.7 and 4.8 is less computational expertisan solving equation
4.6 because, since the time step is fixed, the exponentiaduat®n 4.7 needs to be
computed only once. In order to speedup even further the/sisalf clock networks the
authors propose to apply the vector fitting step only to theoféhe 5% most critical
paths. Non critical paths have a larger slack and therefanet@erate a larger error on
the clock skew estimation.

The proposed methodology was able to achieve larger spegdap compared to
hspice simulation time. Error was kept within 1% of the "gaitdéspice values. Table
4.5 reports the speedup and runtime values for a set of bear&heircuits. Table 4.5
reports CSAV vs. Hspice runtimes for both, clock trees andkctoeshes test cases. The
Bounded Skew Clock Tree Routing algorithm proposed in (CONG. £1898) was used
to create the clock trees. Clock meshes were created usiggilarstructure.
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In the circuits s1234, s3578, s15850, r4 and r5 clock digtion is done by a clock
tree only. Circuits m80, m100, m120, m150 and m200 are the smagts used in the
tree-only evaluation with the inclusion of a clock mesh. TB®AV execution time is
reported individually for each stefs,, stands for the time to solve the frequency domain
equation.(T, + T,,) is the time required by the vector fitting and waveform recgvihis
time is linearly dependent on the number of paths being at@il In this experiment
only the 5% most critical paths are being treated. CSAV runtougbx faster than the
Spice simulation. The largest speedups are observed antsioontaining a clock mesh.

Although CSAV can greatly reduce clock network analysis timia great accuracy
this method may not support very large clock meshes. Memongtcaints may still
prevent the evaluation of large clock meshes. Besides, #teumacy introduced by re-
placing mesh buffers by linear circuits was not studieds &xpected that replacing mesh
buffers by linear elements adds large inaccuracy espgevalken short circuit currents are
observed.

4.4 Conclusions

Altough the Sliding Window Scheme (4.2) was the first methozppsed to address
the problem of clock mesh simulation it still is one of the madvantageous methods.
All methods presented in section 4.3 require the user toé@mpht his own simulation
environment while the SWS can be implemented with minimumretfsing any electrical
simulator. However, all the other four methods presentegatgr speedup than the SWS.

It should also be noticed that SWS is more accurate than theoake{presented in
sections 4.3.3 and 4.3.4 since both methods require mestrbud be linearized. The
SWS is also more scalable than all other methods except then@eetion 4.3.2, since
only the SWS method and the method in section 4.3.2 use a eéawvideconquer heuristic.

The works presented in sections 4.3.1 and 4.3.2 use modattred techniques to
speedup clock mesh simulation while the works presentecdtions 4.3.3 and 4.3.4
use frequency domain techniques. Model order reductionnigoes are prone to be
more accurate than frequency domain techniques since thie Inoéfer doesn’t need to be
linearized. On the other hand, frequency domain technigaem to be able to achieve a
greater speedup.
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5 CLOCK MESH OPTIMIZATION STRATEGIES

Although clock meshes are very important in the design of $&ew and variabil-
ity tolerant clock distribution systems not much work hagrbenade in optimizing it.
Besides, most of the work done in the optimization of mesh dastworks focus on
optimizing a clock mesh without considering the charastms of the driving tree.

This thesis presents a new approach for clock mesh optimizainstead of opti-
mizing it considering only the clock sink positions and me&e distribution profile the
optimization is done considering the clock arrival timeghe mesh buffers. Two op-
timization techniques are proposed here focusing on manmgishort circuit currents
between different mesh buffers when clock signal preseffesent arrival times at each
mesh buffer.

In the next section we will discuss the short circuit cursemetween different mesh
buffers observed when a skewed signal is applied to a clodhm& mesh buffer sizing
methodology focused on the reduction of inter-buffer shmduit currents is presented in
section 5.3. In section 5.4 a new mesh buffer design thaepteshort circuit currents
between different mesh buffers is presented. To the bestiokimowledge, the works
presented in sections 5.3 and 5.4 are the first ones to adtieegsoblem of reducing
short circuit currents in mesh-based clock distributiazh#@ectures.

5.1 Related Works

Previous works have been done for clock mesh optimizatitis 3ections describes
two different methodologies to optimize clock meshes. kinthe methods described in
sections 5.3 and section 5.4 the methods described heraippttlock meshes without
using any information about the clock network driving it.

The method in section 5.1.1 proposes a mesh buffer placeanensizing algorithm
along with a mesh reduction technique which removes sonteeahiesh redundant edges.
A simplified driver model is proposed to speedup clock meshlyais. Section 5.1.2
presents an algorithm for computing a good initial size far tlock mesh and an im-
proved mesh reduction algorithm based on a sensitivityyaigal The work presented in
section 5.1.2 shows a significant improvement in comparisdhe method described in
section 5.1.1.

5.1.1 Combinatorial Algorithms for Fast Clock Mesh Optimization

This work was published in (VENKATARAMAN et al., 2006). It pents a set-
cover based algorithm for mesh buffer placement and sidmggavith a mesh reduction
technique using survivable network theory. Also, a meskebuhodel able to speedup
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Hspice simulation up to 65 is presented.

For a given buffer library each mesh buffer available in tbeaky is characterized
by a given driving strength. The mesh buffer placementigizelies on finding a set of
mesh buffers and positions that cover the whole set of clodissand minimize the sum
of mesh buffers input capacitances. Mesh buffers can beglacly on mesh grid nodes
(i.e, the spot where a horizontal mesh wire crosses a ventiesh wire).

The mesh buffer library is limited to a fixed number of meshdugizes. Since mesh
and local wiring are not affected by mesh buffer positiond aizes, the only effect of
mesh buffer sizing and placement is to minimize the overlsgisveen the covering re-
gions of adjacent buffers and to assure that there will belockcsink left uncovered.
The amount of overlaps between the cover regions of diftdyefiers happens as a con-
sequence of the limited number of mesh buffers. If unlimgexs of mesh buffers were
available, any set of buffer locations could generate ammimn cost solution if mesh
buffers were properly sized.

This can be seen in the following examplassume a mesh buffer librady with n
mesh buffers], = (I3, 15, ..., l,). For a given set ofn buffers positions® = (p1, pa, ..., Pm)
the cost of a solution using placeméhnis given bycost = >, (best_size(L, i) — opt_size(i)),
in whichbest_size(L, 1) returns the best size ih to drive the region buffer is responsi-
ble. If unlimited buffers sizes are available, thent_size(L,i) — opt_size(i) = 0 and
thereforecost = 0. This means that for any buffer placement solution the minineost
can be achieved.

The second important contribution of this paper is an edgewal algorithm based
on survivable network theory. The mesh reduction problaengits to reduce the total
number of mesh edges while keeping a minimum number of muffennected to each
clock sinks through minimum distance paths. Two parametegsused to control the
mesh reduction step,andk. The edges are removed from the clock mesh such that for
any given clock sinls; there are at leagt mesh buffer locations connectedsgathrough
[ disjoint paths. Only drivers whose distance from the claok s; is smaller tharl,,,,..
are counted as one of thebuffers. The mesh reduction problem is solved by using
any Steiner Network Optimization algorithm. More detailndoe found in the paper
(VENKATARAMAN et al., 2006).

Mesh reduction is a powerful tool to exchange skew and powesumption, how-
ever, its applicability is limited. Mesh reduction effagness is highly dependent on the
number of clock sinks within a clock mesh square. If the clogsh wiring is denser than
the clock sink distribution many edges in the clock meshiasdy to be removed. If the
clock sink distribution is denser than the clock mesh mastyino clock mesh edges are
going to be removed.

A mesh buffer model was proposed to speedup spice simulaii@sh buffer mod-
elling is a very complex problem. Besides providing a modat ttan precisely compute
slew times and delays, the mesh buffer model has to accyratadel the interaction be-
tween the different mesh buffers. The author proposes tthesenodel presented in (LI,
ACAR, 2005). The buffer model is illustrated in figure 5.1. Thrstfstage is composed
by a variable capacitance to model mesh buffer input cagramit The second stage is a
linear delay line which is included to model the intrinsidageof the mesh buffer. The
final stage is the driver stage. It is composed by a variabieeotisource in parallel to a
variable capacitance. The variable capacitance and thageotiependent current source
are both described by two dimensional look-up tables. B@pacitance and current, are
dependent on the final stage and second stage output voltages
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Figure 5.1: Proposed clock driver model. (VENKATARAMAN et,&006)

Table 5.1: Buffer model vs. HSPICE comparison. (VENKATARAMANa., 2006)

Circuit | # Sinks| Mesh Runtime Speedup Max Err | Avg Err
Size | Hspice| Model (%) (%)
$9234 135 9%9 10.8 | 0.23 | 47.13 4.34 1.49
s5378 165 | 10x10| 3.9 0.41 9.54 2.83 1.36
s13209| 500 | 30x30| 1456 | 4.59 | 31.73 7.15 2.01
s15850| 566 |30x30| 84.8 | 4.86 17.45 4.54 1.34
s38584 | 1426 | 40x40 | 590.9 | 12.75| 46.35 3.63 1.00
s35932| 1728 | 40x40 | 934.4 | 15.08 | 61.96 5.92 1.52

Average| 7533 | 27x27] 295.1 | 6.32 | 35.69 | 4.74 | 1.45

The proposed mesh buffer has presented a large speed-ug Wgh accuracy. Table
5.1 shows runtime and accuracy for the proposed mesh butidehfior a set of bench-
mark circuits. The maximum error observed is of at most 7.1%#%6le the average error
is 1.45%. The average speed-up was abowt.3Since the maximum error can be rela-
tively big the buffer model is not adequate for accurate i8] however, it can be used
to provide a fast timing estimation helping the user to expent with different mesh
reduction parameters.

(VENKATARAMAN et al., 2006) shows experimental data repogithat the set cov-
ering algorithm can meet slew constrains within 2.52% wétv seconds runtime. As
mentioned before the importance of the buffer placementsandg algorithm decreases
as the number of mesh buffer sizes available in the libracyeimses.

The power improvement and slew penalty observed when thé neesiction algo-
rithm is applied is reported in table 5.2. By looking at the poweduction numbers it can
be noticed that the mesh wire reduction algorithm allowsdésigner to trade between
power consumption and clock skew. This paper contributesloav designers to better
tune clock mesh based architectures according to eachndasngtraints. However mesh
wire reduction method may only be effective for very densekimeshes.

5.1.2 MeshWorks: An Efficient Framework for Planning, Synthess and Optimiza-
tion of Clock Mesh Networks

(RAJARAM; PAN, 2008) Meshworks presents mesh optimizatioatsgies to fur-
ther improve the clock mesh design in comparison to (VENKRBMAN et al., 2006).
Meshworks proposes solutions to address the problem ohfjraligood initial mesh and
to achieve a smooth trade-off between power and skew. Erpetal results demonstrate
that a further improvement of 26% in buffer area, 19% in waedth and 18% in power
can be achieved in comparison to (VENKATARAMAN et al., 2006).
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Table 5.2: Results for mesh reduction. (VENKATARAMAN et al0(5)

Circuit Wire length (nm) Power (W) Skew {s)

Orig. | Red. | % Imp | Orig. | Red.| % Imp | Orig. | Red. | % Imp
s9234 | 304 | 27.2 105 | 7.13 | 6.7 6.1 110.97| 124.1 | -11.8
sb378 | 32.3 | 249 | 2285 | 7.81 | 6.72| 13.96 | 103.23| 128.06| -24.0
s13207| 153.5| 109.5| 28.62 | 30.3 | 23.8| 21.47 | 86.94 | 95.81 | -10.2
s15850| 164.7| 100.8| 38.8 | 33.2 | 23.8| 28.13 | 86.36 | 106.64| -23.5
s38584| 371.9| 262.5| 29.41 | 78 | 60.9| 21.99 | 122.72| 130.7 | -6.5
s35932| 427.9| 321.3| 2491 | 924 | 74.3| 19.58 | 118.99| 134.65| -13.2

The initial clock mesh planning algorithm address the probbf obtaining a clock
mesh with minimum routing and buffer resources such thagdesonstraints are satis-
fied. The basic algorithm used to find the initial mesh confgjan is shown in figure
5.2.

Inputl Lmaazu Lmini Smaa:
Output: m, n

1 Getm, n such that total wire length from equation 5.1SL,,,;,, ;
2 Using the currenin, n obtainL,,; using equation 5.1,
3 if Lyot > Loasr then

4 Print "Relax design constraints";

5 Quit;

6 end

7 Obtain value ofSky,.,.q from Equation 5.2;

g if Skiound < Smaz then

o | Returnm,n;

10 else

11 \ Increment values af, n by 1 and go to step 2;
12 end

Figure 5.2: The top-level algorithm of selecting the iditizesh size. (RAJARAM;
PAN, 2008)

The m andn parameters define respectively the number of lines and ecduha
clock mesh. The algorithm start by settingandn to the value that leads to the smaller
total capacitance by using equation 5.1. Then, total wingtle is computed. If total
wire length,L,,; is greater or equal to the maximum wire length constrdipt,., design
constraints should be relaxed and the procedure is abo@derwise, a skew upper
bound estimation is computed to the given mesh sizen, using equation 5.2. If the
skew upper bound is smaller or equal to the maximum skew @nstthe algorithm
successfully finishes, otherwise the number of columnsiaed Is incremented by 1 and
the new mesh wire length is computed starting the process.aga

N
Ltot = Lmesh + Lstub = m'Xbound + n'Y;Jound + Z thub (51)

=1
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Skbouna = [Max(Dy(C L)) —Min(Dy(C L))+ Delay(Dmas ) +Int Del (L, C7)
(5.2)

Equations 5.1 and 5.2 were obtained from (RAJARAM; PAN, 20@juation 5.1
computes the total wire length,,;, for a given mesh sizer xn for a design in which the
clock sinks are spread over a region delimitedXoy.,.4, Yrouna- EQuation 5.2 presents
an approach to estimate the worst case skew given the maxpoasible difference be-
tween the delays of two mesh buffers, the maximum distantedas a clock sink and
the nearest mesh buffer and the maximum stub lendtlf;. The first part of equa-
tion 5.2,[Max(D,(CL;*)) — Min(D,(CLyY))], estimates the maximum skew caused
by the different delays of mesh buffers. The second tébwlay(D,,..) computes the
skew caused by the distance from the clock sink to the cloaledrwhile the term
IntDel(L7 C7**) adds the skew caused by the different delays presented byra sh
stub driving a small load versus a long stub driving a largello

Besides proposing the algorithm to find a good initial mesk Mieshworks proposes
a modified cost function to be applied to the set cover algorit(VENKATARAMAN
et al., 2006) searches for any solution that minimizes tted sum of mesh buffer input
capacitances while Meshworks proposes to prioritize theriion of smaller mesh buffers
instead of larger ones. By prioritizing the insertion of slerabuffers mesh buffers more
buffers will be inserted in the clock mesh and therefore masdfers tend to be closer
to clock sinks. Reducing the distance between mesh buffel€lack sinks reduces the
attenuation due to the clock mesh wire resistance and d¢apaei The modified cost
function and a more detailed explanation about the effeaisirig distributed buffers
instead of larger lumped ones can be found in (RAJARAM; PAN 800

A network sensitivity based approach was proposed to rettheagumber of redundant
edges in the clock mesh. If the sensitivity of clock arrivald at the clock sinks with
respect to the width of mesh edges are computed the mesh witgesnaller influence
on arrival times can be removed. The most straightforwandtew@ompute the sensitivity
of clock arrival times with respect to the mesh edges widllyigerturbing each parameter
individually and evaluate its effect on delays. Meshworniapose a more computationally
efficient method which is based on (LEEDS; UGRON, 1967). AlMeshworks proposes
to use Elmore delay to compute the clock arrival times seitgitvith respect to the mesh
wire widths.

The required steps to perform the sensitivity analysis ialiog to (RAJARAM; PAN,
2008):

1. Identify and lump clock sink clusters. This reduces thaltoumber of elements in
the mesh model speeding up the sensitivity analysis.

2. Replace all mesh buffers by a linear model.

3. Obtain EImore delays sensitivities for every lumped silnlster w.r.t. to every mesh
edge. LU factorization is used to solve the linear systenbkmathe reuse of the
factorization among every mesh edge.

4. Sort mesh edges in a sensitivity increasing order. Meghsdre removed such that
removed edges are at ledétmesh nodes away from each other. This requirement
prevents interactions between removed mesh segmentdhie enly mesh segment
far away from another removed mesh segment can be removedke sare that
the mesh segment sensitivity was not affected.
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Table 5.3: Summary of optimization results for all test case

Method | % BA | % WL | % PWR | piskew | Oskew | Frmaz | %0 Frae
Red. | Red. Red. | Avg. | Avg. | MHz Red.

MO 0.00 | 2294 | 21.11 |18.09| 3.72 | 971.58| 1.53
MP&S | 20.74 | 19.88 | 19.84 | 13.13| 2.58 | 979.55| 0.72
NSMO | 14.25| 31.63 | 28.89 | 21.35| 2.60 | 971.65| 1.52
MPSO | 26.92| 42.53 | 39.80 | 30.66| 4.38 | 958.05| 2.90

5. By removing mesh edges the total load driven by each medérbsfreduced. A
post processing sizing step is performed to reduce the $imeesh buffers whose
covering region overlaps with another mesh buffer.

To reduce inaccuracy of EImore delays estimates, a buffeeframntaining 2 resistors
and 2 capacitances and a signal source is proposed. Expésiommparing the accuracy
of the proposed model with actual inverters show that th@gsed buffer model leads
to an error in the order of;3 in the sink’s delays during a spice simulation. The author
claims that the proposed buffer model can better model énation between the different
mesh buffers, however more experiments are required taisukis claim. The proposed
buffer accuracy was evaluated only when a perfectly symsheal signal is applied to
the clock mesh. When clock is perfectly synchronized in themiruffer the interaction
among the mesh buffers is minimal. The reported error iseepo increase if a skewed
signal is applied to the clock mesh.

Using Elmore delay to compute clock sinks delays is also wagcurate. Elmore
delay is meant to single driver nets since it does not accmurthe short-circuit current
among the different mesh buffers. Although the error usitgdee delay to estimate
clock sink delays can be high it can still be a good heuristiedtimate the clock sinks
arrival times sensitivities with respect to the mesh wiredths.

The summary of the improvement obtained by Meshworks is asliowable 5.3. The
method identified as "MO" identifies the method of (VENKATARANMet al., 2006).
The mesh planning strategy proposed in the Meshworks frames represented by
"MP&S". The network sensitivity method for mesh reductionhi@que is represented
by method "NSMOQO". The total contribution of the mesh plannitrgtegy used along
the network sensitivity mesh reduction is identified by "MPS@Onprovement factor is
computed with respect to the a manually designed clock mesh.

Meshworks has presented a 19% wire length reduction, 18%p@duction and 26%
smaller buffer area when compared to (VENKATARAMAN et al. 0B(MO). Experi-
mental data suggests that the network sensitivity basetl neesiction is more efficient
than the mesh reduction algorithm presented in (VENKATARANIAL al., 2006). It can
also be noticed that the mesh planning strategy is very Lsefachieve a good initial
trade-off between chip resources and skew.

The clock mesh planning strategy proposed in this papertésasting and able to
produce a good initial clock mesh solution but the clock skewhe input of the clock
mesh should not be considered zero. If clock is skewed inripatiof mesh buffers
the skew observed at the clock sinks will be higher, theeefoshould be accounted in
equation 5.2. Considering the mesh input skew in equatiowdlreatly affect the
mesh size choice.
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Figure 5.3: Short circuit example.

Besides of considering mesh input clock skew in the mesh pigrstep it should also
be considered at the mesh edge sensitivity computation clble& sinks delay sensitivi-
ties with respect to a clock mesh edge wire width are affebtethe clock mesh arrival
times at the mesh buffers.

Although Meshworks has made large improvement in compartsothe work of
(VENKATARAMAN et al., 2006) it does not address the clock eatitime characteris-
tics at the mesh buffers. In practice, the clock signal wilsent a large skew in the mesh
buffer inputs, consequently the clock mesh behavior wiltbeninated by the short cir-
cuit currents among the mesh buffers. If clock skew at thehrbeffers is not considered
the optimized clock meshes generated by (RAJARAM; PAN, 2008)(¥ ENKATARA-
MAN et al., 2006) will not perform well in practice.

5.2 Motivation

Both works described in section 5.1 ignore the effect of cllabw in the mesh buffer
inputs. In practice, clock signal arrival times at mesh éxdfvaries a lot from buffer to
buffer, i.e., a large skew is present in the clock mesh bsiffgguts. When a skewed signal
is applied to a clock mesh short circuit currents are geadrat

A short circuit is generated every time a mesh buffer swichefore or after the
others. Consider the simple case of Figure 5.3 where the wugdlthe two inverting
buffers are shorted. If two different clock signdld. K, andC LK g are applied to two
different buffers whose outputs are shorted, there will hem& when one buffer will
connect its output td’dd while the other will be connected to ti@N D. During this
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Figure 5.4: Short circuit due to skew.

period short circuit currents are created between the taipiuthe buffers as shown in
figure 5.3 and figure 5.4. In a clock mesh this situation happe larger scale among
mesh buffers with different clock arrival times.

If a clock mesh is optimized without considering the effefcslmort circuit current the
optimized clock mesh will not present the expected perfolceaand power consumption
in practice. For instance, both works presented in sectibpfesent algorithms to remove
edges from a clock mesh with minimum increase in the clockvskiinter-buffer short
circuit currents are not accounted for during the edge ratbe effect of removing mesh
edges becomes unpredictable. For the same reason, inpuasitee mesh buffers should
be accounted for in the formulation presented in sectiorRGd.compute a bound in the
maximum output skew for a clock mesh.

Although short circuit currents are responsible for slgyvdown fast mesh buffers
and speeding up slow buffers they should be minimized. Is $leiction we show the
effect of inter-buffer short circuit currents on clock pave®nsumption, clock slew and
clock skew. We show that if inter-buffer short circuit curte could be minimized without
removing the redundancy present in a clock mesh clock mesepoonsumption, slew
and skew can be improved.

5.2.1 Power Consumption Due To Inter-Buffer Short Circuit Current

The most severe drawback of clock meshes is the high poweuagption. Recon-
vergent paths present in the mesh structure not only usé@uiwiring resources and
increase clock capacitance, but also enable a high shouitgpower consumption.

Ideally, if the clock signal had no skew in mesh input buffers., clock edge arrives
at all mesh buffers at the same time, the clock power consomptould only be due
to charging and discharging of circuit capacitances. Urhbisr assumption, equation
5.3 is a good approximation for the total power dissipatedhgymesh, as presented in
(KANG; LEBLEBICI, 1996). Assuming thaf is the clock frequency,’ is the total mesh
and flip-flops capacitance, andld is the supply voltage, the power consumption due to
capacitance charge/discharge is given in equation 5.3.

P=fxC xVdd* (5.3)

Now, let us consider the case when the clock arrives at diftetimes in the mesh
buffer inputs, i.e., the input skew is non-zero. Then, weeexphat short circuit power
will become significant.
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Figure 5.5: Total Power and Short circuit Power vs. Maximupuit Skew.

We performed the following experiment to determine the gbuation of short circuit
power to total mesh power as a function of mesh input skew.t Afs&0 randomly gener-
ated circuits containing 100 flip-flops distributed over a0B0 ;/m? area was simulated.
A 4x4 mesh was placed over the circuit and flip-flops were cotatedirectly to mesh
wires. Each mesh node was driven by a single mesh buffer. A of each mesh
buffer was connected to a separate clock source. All th&kdoarces were skewed with
randomly generated arrival times varying wittif of the clock period wheré varies
from 0% to 40% with 5% steps. The random generated arrivagimodel the combined
effect of nominal skew and delay variations at the drivee tr€he clock period was set
to 1IGH~z. Figure 5.5 shows average circuit power over the 50 bendheissuits (the
upper curve) and short circuit power (lower curve) as a fioncdf the maximum input
skew. It can be seen that a maximum input skew of only 15% dsuioltal mesh power
consumption, i.e., short circuit power is 50% of total mestver. For higher input skews,
more than 80% of total clock mesh power is due to short circuit

Thus, the ability of the mesh to smooth out undesired delaytians comes at the
price of high short circuit power consumption. As input skewreases, short circuit
power also increases, and so does total power. If the ingut sgksufficiently large, the
short circuit power accounts for most of the clock power. timeo words,any effort to
reduce the total clock mesh power must attempt to minimizehtbet circuit power.

5.2.2 Skew Due To Inter-Buffer Short Circuit Current

A multi-driver net is a net which is driven by more than onevdrj e.g., a clock
mesh. When a short circuit current is flowing between the dsieé a multi-driver net,
the voltage value observed within the net ranges fromWdd. If short circuit between
different buffers is temporary, e.g., when caused by a séesignal, it will degrade output
transition time and may increase skew observed in net sinks.

Figure 5.6 shows three equally sized buffers whose outpetsteorted. All buffers
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Figure 5.6: Improving slew by buffer sizing.

are driving the same signal, but the arrival time at eacheluiffput is different. As can
be seen in the waveform representation, the signal arrikgfi node), than on node:
and at last on node By looking at the output waveform for each inverter in figuré,5
we can see 4 different behaviors in the output net:

1. At this moment all nodes are driving the same signal. Tiemo short circuit
current flowing between the buffers and the output signakiady.

2. Next, node’ switches. A short circuit current flows between nétand the other
nodes. Nodé' is trying to set the output net to 0, while the other nodes axéndg)
this net to 1. The output net voltage is still closer to 1 thaf.t

3. When node’ switches then two nodes are driving the output net to 0 whilg o
nodec’ is driving it to 1. As a result the output net voltage beginentwve closer to
Othanto 1.

4. Finally when node’ switches all nodes are driving the output net to 0 and it fegsh
switching.

Now let us assume that buffers B and C are smaller than buffer #his configuration
the behavior in regions 2 and 3 is affected. In region 2, tlwetstircuit current flowing
between the buffers is going to be reduced due to the redudgdgistrength of buffer
B. The voltage during this stage is going to be held closer tafh before. During region
3 only noder’ is driving 1 while the other two are driving 0. Since buffer€uindersized
the value observed in the output net is going to be closer twaf in the former case.
When node’ switches it will finish charging the output net faster sinceill be almost
fully charged. By analyzing the example in figure 5.6 we seettieadifferent buffers in
a multi-driver net compensate each other through shomntiitictrrents. We will discuss
now how we can improve transition time and output clock skgwdtter controlling short
circuit currents.

5.2.2.1 Improving transition time

The circuit proposed on figure 5.6 was simulated on Spicedw $hat skewed signals
generate large inter-buffer short circuit currents thardde rise and fall transitions. To
evaluate the effect of short circuit currents we are goinggthuce the driving strength of
buffers in which clock arrival time arrives earlier or latean the mean arrival time. By
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Table 5.4: Reducing buffer sizes.

Buffer \ Arrival time \ Size \ Reduced Size

A 500ps 10 10
B 37%s 10 7.5
C 625s 10 7.5
Skew Fall Rise
Size 243ps 25%s
Resized 23Ps 246ps

reducing the driving strength of buffers at which clock s before or after the mean
arrival time the short circuit currents between differeafférs that drive the same net is
going to be reduced. Short circuit currents are a conseguehdifferent arrival times
at buffers whose outputs are shorted as shown by figure 5.Be Ifiriving strength of
buffers causing the short circuit currents is reduced tloet stircuit current itself will be
reduced. It should be noticed that reducing the drivingngjiie of a buffer member of a
multi-driver net reduces the overall driving strength drgythe net and therefore is prone
to increase the net transition time.

An experiment was made to evaluate the effect of reducingt simguit currents at
the transition time of a multi-driver net. A load of 188 was equally distributed among
nodesa’, b" andc’. Initially, all three buffers were sized equally, using #@4 rule. The
output transition time was measured. The experiment wameedsing smaller sizes for
buffers B and C. Experimental setup data and delay valuesureghsan be seen in table
5.4.

Data reported in table 5.4 shows that, when one or more Isuffigtputs are shorted,
output transition time can be improved by reducing the sofdsuffers with the largest
and the smallest arrival times. This experiment assumesaargsistance line shorting
the output of the buffers. The reason why transition time veaghiced when the sizes
of buffers B and C were reduced was explained in figure 5.6 pl@anBuffer A drives
a signal arriving with an arrival time which is the mean betwéhe arrival times in the
buffer B and C inputs. By reducing the sizes of buffers B andeCetfiect of buffer A is
increased and the conflict (i. e., short circuit current$)vieen A and the other signals is
reduced.

5.2.2.2 Improving skew

Let us assume that resistors are inserted in figure 5.6 tipetnveen nodes’ and
v, b andd, andd andd’. When the buffer outputs are separated by resistors, differe
waveforms will be observed in the output of each inverter.thlis case, not only the
transition time is reduced when buffer with skewed inpuéswardersized, but also output
skew.

As resistance between the buffers increases, the effectdsfraizing skewed buffers
Is lost. For instance, assuming that an infinite resistasmiadded among the buffers output
all three buffer outputs are independent, i. e., early erdatival times do not compensate
each other. If skewed buffers are undersized transitior tmreases and so does skew
between buffers.

Using the setup shown in table 5.4, an experiment was peefdtmevaluate the effect
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Figure 5.7:R effect on skew and slew reduction.

of inserting a resistance with valuéamong all buffers output. By varying the value of
R the effectiveness of reducing the size of skewed bufferagb@. Figure 5.7 shows the
improvement factor for both, maximum skew and slew, foredeht values of resistance
between the nodes when the sizes of buffers B and C are reduced

Figure 5.7 shows that slew improvement monotonic decreasele resistance be-
tween the nodes increases. This happens because, as st@n@sincreases, each buffer
is able to charge only the capacitance directly connectétd imutput. When the size of
skewed buffers is reduced then the time to charge its loadati@nce increases. Skew
reduction between the different outputs initially incressintil 13002. After this point
skew reduction decreases as resistance increases, enskéw reduction is zero. No
skew increase was observed. Skew reduction presents a nwton@ behavior because
skew is very small for small resistance values, hence velatkew improvement is also
small (e.g. whenR is zero skew is zero therefore improvement is also zero)s €ki
perimental setup is a closer model to a mesh structure tharefly6 experimental setup
since mesh wires have a resistive behavior.

The experiments reported in this section are an indicatiahreducing short circuit
current between different drivers of a multi-driver net @aprove output transition time
and skew. It was also shown that the reduction in the shaiticurrent can be achieved
by reducing the sizes of buffers in which the driving signaivas either too early or too
late. The sizing of mesh buffers to reduce clock skew and poevile be discussed in
section 5.3

5.3 Mesh Buffer Sizing

Clock mesh buffers are initially sized before the generatibthe global clock net-
work. At this moment, no information about the timing of thielgal clock network
is available. The initial sizing step can only take into agtodesign information from
downstream levels. Both methods presented in section Spbpecsolutions to find a bet-
ter set of sizes for the mesh buffers considering only thendtng@am clock distribution.
The approach proposed in this section relies on a post @iogesizing step to tune the
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mesh sizes according to the delays in the global clock bigion. Figure 5.8 shows a
flow illustrating how the post processing sizing step is addehe clock synthesis flow.
Sizing mesh buffers according to the arrival times in medfebinputs requires accu-
rate timing estimation in the global clock network. If meglifers are sized it will affect
global clock network timing. To prevent this to happen twtats have to be taken:

e Mesh buffer sizes can only be reducé&d increase the size of mesh buffers it would
be required to increase the size of buffers in the globakohstwork. Global clock
network can not be changed at this point.

e When mesh buffers sizes are reduced, delays on the glob&l méteork change.
To prevent this to happedummy capacitances must be addedthat the initial
capacitance seen by the global tree is matched with the neslki imdfer size plus
the added dummy capacitance.

Considering the two constraints stated above, two diffegiggdrithms were proposed
to size clock mesh buffers taking into account the globatkcloetwork timing informa-
tion. The first one considers only the mean arrival time esti@a in the input of mesh
buffers, while the other considers the probability dengityction (PDF) estimated in the
input of each mesh buffer.

5.3.1 Mean Sizing

Given a setdt of arrival times in the mesh buffer inputs, a set of mesh lsiees)/
and a maximum reduction factdr R, the set of new sizes for each mesh buffdmew,
is computed using the algorithm shown in figure 3. In the inglutach mesh buffer a
capacitance’; is added to match the previous capacitancé/@f The value ofC; is
computed ag’; = (M; — Mnew;) % unitary_cap.

This algorithm linearly decreases buffer sizes accordmghe difference between
clock arrival time in each mesh buffer input and mean artiva¢. Figure 5.10 illustrates
how the multiplication factoreduction is computed for each mesh buffer according to
its input arrival time. From figure 5.10 it can be noticed thetwv mesh buffer sizes are
always going to be smaller than initial ones.

5.3.2 Probabilistic Sizing

Variations affect performance of every designed chip. Chkipdvior is not completely
predictable, process and environmental variations magdigeor slow down gates and
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Input: At,M,MR
Output: Mnew
1 Atm = compute_mean(At);
2 Atdist = 0;
3 foreach Mesh Buffer do
a | Atdist = max(Atdist,|At; — Atm));
5 end
6 foreach Mesh Buffer do
7 reduction =1 — MR x (|At; — Atm|l Atdist);
8 Mnew; = M; * reduction;
9 end

Figure 5.9: Mean sizing algorithm.
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Figure 5.10: Mean sizing algorithm illustration.



107

wires. It is necessary to model chip delays as PDFs to acdouwariations effects. The
probabilistic sizing algorithm proposed here uses Gaungsiabability distributions to
model clock arrival time in the mesh buffer inputs. Althoumfly Gaussian distributions
were used in this work, any sort of PDF can be used, as long @sihulative density
function (CDF) is known.

The probabilistic sizing method reads a s&tof arrival times in the mesh buffer
inputs, a set of mesh buffer sizég, a maximum reduction factok/ R and a sizing
control valuel'h as inputs. It produces a new set of mesh buffer sixesew, as output.
Dummy load is added to match the previous input capacitaalcee Yor each mesh buffer.
The probabilistic sizing algorithm is described in the aithon shown in figure A.11.

Input: At,M ,MR,Th
Output: Mnew
1 Atm = compute_mean(At);
2 Ats = compute_mean_sigma(At);
3 CDFBASE = CDF(Atm, Ats),
4 ABASE = C’DFBASE(Atm + Th) — C’DFBASE(Atm — Th),
5 foreach Mesh Buffer do
6 CDF; = CDF(Atm,;, Ats;);
7 | A, = CDF;(Atm +Th) — CDF;(Atm — Th);
8 reduction =1 — MR * (A;/Apask);
9 if reduction > 1 then

10 ‘ reduction = 1;

11 end

12 Mnew; = M; * reduction;
13 end

Figure 5.11: Probabilistic sizing algorithm.

The probabilistic sizing algorithm begins by computing adoarobabilistic distribu-
tion. This distribution is built using the mean arrival timed the mean standard deviation
over all arrival time distribution in the mesh buffer inputBhe A 45 area, comprised
betweenAt,, — T'h and At,,, + Th, is computed. Then, for each arrival time distribution,
the A; area, comprised betweett,, — T'h and At,, + Th, is computed. The reduction
factor is given byl — M R x (A;/Apasg). When arrival time distributions have different
standard deviations, it can happen that > Ag,se. In that case, reduction factor is
bounded to 1. Figure 5.12 illustrates how this algorithmksor

5.3.3 Experimental Setup

The proposed sizing algorithms were applied on clock medbksgned for random
generated circuits. The effect of each sizing algorithmamparison to sizing all mesh
buffers according to the FO 4 rule was evaluated by perfagraieet of electrical simula-
tions using Hspice. Clock skew, clock slew (i.e. transitiomef) and power consumption
were measured.

We have performed our experiments over 8 random generatadtsi The informa-
tion for each circuit is given in table 5.5. Although meshesizdie sizes and flip-flop
count are reduced, flip-flop density is in accordance withndestrial design used in the
experiments in section 3.1.2. Experiments were perfornsgthua 9@.m technology. To
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Figure 5.12: Probabilistic sizing algorithm illustration

Table 5.5: Benchmark set.

Circuit | Mesh size| Die size (im) | #FFs| FF Density

cl 4x4 500x 500 250 | 1000/m?
c2 4x4 500x 500 500 | 2000#nm?
c3 4x4 500x 500 750 | 3000/mm?
c4 4x4 800x800 600 | 937.5Mmm?
c5 4x4 800x 800 900 | 1406.25/Mmm?
c6 4x4 800xx800 | 1200| 1875mmm?
c7 8x8 800x00 900 | 1406.25Mmm?
c8 8x8 800x800 | 1200| 1875mm?

reduce the amount of data reported and to increase the sarik of our experiments,
values for clock skew, clock slew and mesh power consumptene averaged among the
benchmark circuits.

To have a better control over the clock skew applied to thekcloesh, the global
clock network was replaced by artificially delayed voltagarses. Each voltage source
produces a slope with a rise/fall time of 8% of the clock cydle generate a more realistic
waveform each voltage source drives 2 cascade invertess axording to the FO4 rule.

Clock signal arrival time at the mesh buffer was modeled asws&an distribution,
therefore it is described by a mean value and a standardtaevi&ach arrival time mean
represent the clock skew that is predicted at the desige stagle the sigma determines
the amount of skew caused by process and environmentativasa

Each mean arrival time was randomly generated. For each tmgfdr the mean
arrival time is generated by randomly generating a numbewrden 0 and 1 and then
multiplying it by the desired mean input skew value. The mnaumbers between 0 and
1 are generated a single time for every circuit, therefaredifferent input skew config-
urations, the ratio between each buffer mean arrival tinegjigal to the ratio between the
mean skew for each configuration.

The three different arrival time configurations describedable 5.6 were simulated.
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Table 5.6: Arrival time characteristics.

Mean At Skew (%)| Sigma (%)

0.1 0.03
0.2 0.07
0.4 0.1

Skew values model three different situations, a low skewysed typical skew setup and
a high skew setup. The skew values for each one of the setupblé5.6 were chosen
according to the author’s experience. Mean arrival timevsked sigma values are given
as a percentage of the clock cycle. A 1GHz operating frequeras assumed for all
experiments.

We have manually set the best parameters for both sizingitdges. The maximum
reduction factor)M R for both algorithms was set to 0.5. The sizing control valuetiie
probabilistic sizing algorithm7’h, was set to 2.5% of the clock period. For simplicity
we have named the mean sizing algorithm presented in se&eBoh asnsize, while the
probabilistic sizing algorithm presented in section 5\8d3 namegsi ze.

5.3.4 Experimental Data

Table 5.7 reports the power, skew and slew improvementsliftineabenchmark cir-
cuits using the two proposed sizing algorithms. A mean irgietv of 20% of the clock
period was assumed. Clock mesh input arrival times are modslieg Gaussian distri-
bution with a standard deviation equal to 7% of the clockqukri

A significant clock skew improvement can be achieved usiegptioposed sizing al-
gorithms at the cost of increasing clock slew. Power congiamfin the clock mesh was
also reduced significantly, 11.89%. By comparing the redaltgircuits c1, ¢2 andc3
to circuits ¢4, ¢5, ¢6, ¢7 and¢8 it can be noticed that the sizing methodology is more
efficient for circuit with a smaller area. It can also be netichat larger improvements
were obtained on circuits with a smaller number of flip-flopeth facts can be explained
by the behavior of short circuit currents. A larger area nselaigher wire lengths and
wire length increase decreases short circuit currents. Alkegrshort circuit currents are
decreased the efficiency of our method is reduced. For the saason the efficiency of
the proposed sizing algorithm is reduced when more flip-femesadded. Adding more
flip-flops increases the time required to charge the capamtat the neighbourhood of a
mesh buffer and therefore delays the occurrence of shotiturrents.

It can also be noticed in the experiments reported in talfléat the proposed sizing
algorithms present a greater advantage for denser clodkeseShort circuit currents are
more significant in denser clock meshes since mesh buffersi@ser.

A second experiment was made averaging the improvementsloweé benchmark
circuits. This experiment allows a better comparison betwaoth sizing algorithms. We
have also evaluated the effect of different input skew attersstics on the improvements
of the sizing algorithms. The averaged data can be observédures 5.13, 5.14 and
5.15. Each color represents a different input skew setupeant set of bars represents a
different algorithm used to size the mesh buffers in the-postessing step. The average
reduction in the mesh buffer sizes is reported in figure 5.1Be average mesh buffer
reduction for a circuit containing mesh buffers is computed as per equation 5.4, in
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Table 5.7: Sizing Improvement for a 20% mean input skew withsigma.

Circuit | Sizing Power (n1V) Skew {s) Slew (ps)
Method | Total | Imp. (%) | Total | Imp. (%) | Total | Imp. (%)

typ | 3.09 - 49.51 - 210.33 -
cl msize | 2.74 11.25 23.29 52.95 | 247.80| -17.82
psize 2.72 11.89 19.83 59.94 | 271.78| -29.22

typ | 4.66 - 75.83 - 212.48 -
c2 msize | 4.23 9.24 45.06 31.62 | 253.80| -19.45
psize 4.20 9.82 43.21 43.02 | 276.52| -30.14

typ 6.21 - 85.33 - 215.36 -
c3 msize | 5.73 7.70 60.91 28.62 | 257.42| -19.53
psize 5.70 8.22 57.53 32.58 | 279.28| -29.68

typ | 7.62 - 115.77 - 239.55 -
c4d msize | 71.16 6.03 92.48 20.12 | 283.88| -18.51
psize 7.14 6.34 95.37 17.62 | 302.94| -26.46

typ 10.06 - 139.13 - 255.10 -
c5 msize | 9.59 4.62 107.06| 23.05 | 300.68| -17.87
psize 9.57 4.86 107.47| 22.76 | 317.76| -24.56

typ 12.68 - 158.81 - 279.07 -
c6 msize | 12.23 3.55 130.96| 17.53 | 325.38| -16.60
psize | 12.21 3.73 133.78| 15.76 | 341.13| -22.24

typ | 16.20 - 130.75 - 261.49 -
c7 msize | 15.00 7.39 94.36 27.83 | 292.76] -11.96
psize | 14.73 9.02 77.54 40.70 | 320.55| -29.36

typ | 18.91 - 152.42 - 274.92 -
c8 msize | 17.70 6.37 114.34| 2499 | 311.08| -13.15
psize | 17.43 7.81 103.69| 31.97 | 334.03| -21.50
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Figure 5.14: Average Power improvement.

whichnew_m; andold_m; are, respectively, the new and old buffer sizes for mestebuff
1.

1 - (Zn: new_m;/ zn: old_m) (5.4)
i=0 =0

An average reduction of 33% on clock skew was achieved. Otinadevas able to
reduce power consumption by 20%. On the other hand, undeysmesh buffers has
increased clock slew up to 26%.

The slew penalty observed in these experiments is a dirextecuence of the limi-
tation of allowing mesh buffers only to be reduced. The dVeldving strength of the
mesh buffer is reduced and therefore clock slew is incred$éde average mesh buffer
size was kept constant, i.e. if mesh buffers could be ineré@€ompensate for under-
sized mesh buffers, the clock slew observed at the cloclssutuld decrease since short
circuit currents would be reduced.

By comparing the two sizing algorithms proposed we can olesttrat the probabilis-
tic algorithm,psize, performs a more aggressive sizing and, in general, acha&smaller
clock skew and a smaller power consumption at the cost of lzehiglock slew. This is
explained in figure 5.16 which shows that for the two highuinskew cases the total
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mesh buffer sizes reduction was higher to heze algorithm than to thensize.

Figure 5.16 also shows the behavior of théze algorithm with respect to the different
input skew values. For the probabilistic sizing algorithihe higher the input skew is the
larger will be the reduction in the mesh buffer sizes. Thehesfer size reduction factor
is determined according to the difference between the baseAs 15 and relative area
for each bufferi, A;, as shown in figure 5.12. The largest is the interval used tapce
Apase and A; the smaller is the overall buffer size reduction. When thévartime
standard deviation increases the sizing control valike should be increased in the same
proportion in order to keep the average mesh buffer sizectemuconstant. Sincé&h
was kept fixed in spite of the input arrival time standard dgen, when an arrival time
with a large standard deviation is applied the area betweer?’h andy + Th will vary
less with respect tp than when the standard deviation is small.

It can also be noticed that the average mesh buffer sizestieduor the msize
algorithm is constant in spite of the input skew. This is exptd by the way that the
arrival times were generated. The total mesh buffer sizeatesh is determined only
by the mean arrival times at each mesh buffer. Since allarimes were generated by
scaling a set of random generated values between 0 and El#tee distance between
the arrival times is the same and, therefore, the effect ahnhaffer sizing is the same.

The best input skew case to compare both algorithms is the mpat skew of 10%
with a 3% sigma. By looking at figure 5.16 we can see that thé botéer size reduction
was almost the same for both algorithm for this input skewe akierage clock skew
reduction for this input skew situation is higher to th&ze algorithm than to thensize
algorithm, 18.16% versus 11.90%. The average power reduidialmost the same for
both algorithms, 1.77% for theisize algorithm and 1.57% for th@size. The slew
increase for thensize algorithm is 23.86% while thesize algorithm presents a slew
increase of 21.73%.

5.3.5 Conclusions

Clock mesh power consumption and skew can be improved at {eneg of clock
slew degradation by reducing the mesh buffers sizes whesesrare skewed. The pro-
posed algorithms were shown to be efficient for improvingklskew and reducing clock
mesh power consumption at the expense of degrading cloek Bleth algorithms were
tested under a set of three different input arrival time @uritions and were effective
for every configuration.

By looking at the data reported in table 5.7 we have seen thhtdiming algorithms
are more effective for circuits with a small die area. Thignisccordance with the ar-
guments presented in section 5.2.2 since smaller die araasrsenaller wire resistance
and hence greater improvement. We also noticed that theofjdioth sizing algorithms
grows for denser clock meshes with less clock sinks per nmpsdrs. Those observations
suggest that the sizing algorithm is not accounting for dve pass filtering characteris-
tics of the clock mesh. In order to account for it the meshhgizhould be performed
locally, considering only the interaction among the mesthesi within a given distance
threshold.

By analyzing the average improvement for both algorithmsdiierent input skew
characteristics we could see that faéze algorithm presents a larger buffer size reduction
than themsize algorithm and therefore it also presents a large power agd si&duction
with a high clock slew increase. Thesize algorithm presents a constant mesh buffer
sizing reduction in spite of the clock skew characteristitsle the psize algorithm is
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affected by the standard deviation of the arrival times attlesh buffers and the value of
theTh parameter.

The msize algorithm can be easily tuned since its behavior does natrtepn the
input skew characteristics while theize algorithm requires a more detailed analysis to
chose the best parameters for the algorithm. On the othet, etmen both algorithms
were set with equivalent parameters theéze has produced a more efficient sizing.

5.4 A New Mesh Buffer Design

Section 5.2 has demonstrated the importance of reducing sincuit currents be-
tween the different buffers in a clock mesh. This sectiors@nés a new design for mesh
buffers that reduce short circuit currents between thedfit mesh buffers. It relies on
implementing a break-before-switch inverter: beforeisgtthe output to ‘1* in a rise
transition the output is held in a high impedance state foaetibn of the clock period,
the same is done for a fall transition.

5.4.1 Fast Turning Off, Slow Turning On Heuristic

Short circuit currents between the different mesh buffens tluring the time that any
two mesh buffers drive opposite values, this situation @shin figure 5.3. This sort of
short circuit current can be prevented by forcing mesh bsifi@ stay some time in a high
impedance state before switching to the final value. Let sarae now that instead of
switching from 0 to Vdd, the inverters stay for a while in alinighpedance state. When
at least one of the two inverters is in the high impedances sthere will be no short
circuit between the inverters. This situation is illusthin Figure 5.17, in opposition to
the previous situation illustrated in figure 5.4.

A high impedance period can be achieved by delaying the isigatl differently for
PMOS and NMOS plans of an inverter. Assuming that for a sinmplerter the input
signal has two delays (one for each logic level) from thekckaurce to the PMOS tran-
sistor gate:d0p anddlp, and two delays to the NMOS transistor gaté),y, andd1 ,
the inverter can have two different high impedance periods,when the output switches
from O to 1, Ztime,;s. and another when it switches from 1 to ®{ime,;. The high
impedance times observed at the inverter output are detedhy equations A.3 and A.4.
It is required that the high impedance time be positive. &fwe,d1y must be greater
thandlp andd0p must be greater thaif0 y.

Ztimefall = le — dlp (55)
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Figure 5.18: A high impedance inverting buffer.

th'mem-se = dOP — dON (56)

By adding a high impedance time to mesh buffers, it is expetti@ithe short-circuit
time and consequently the total mesh power will be reducgnifgantly. Further, if
the mesh buffers are properly sized and the high impedameeis carefully chosen, the
clock skew and clock slew should also improve, as shown iticgeb.2.2. This can be
explained as follows. Let CLK A and CLK B be two clock signalsiang at two buffer
inputs, as shown in figure 5.3. Assume that CLK A rises before BLWith the addition
of the high impedance period, rise times for both signals, @L&hd CLK B, are delayed
(figure 5.17). However, now the time to charge the capac#anay be much shorter,
since when CLK B is in high impedance, the capacitances arglodiarged by the CLK
A buffer.

5.4.2 Electrical Implementation

Based on the idea that adding a high impedance time reducesr mmrnsumption
and improves output skew, we designed a new mesh buffer. Bifiier implements the
strategy of slowing down the signal that turns a transistoand speeding up the signal
that turns it off. To realize this, we added two delay eleraemne between the input
and the PMOS transistor gate, and the other between the amputhe NMOS transistor
gate. A delay element can be implemented in several diffevags. We implemented
it with a buffer. The buffer connected to the PMOS is desigsech that it propagates
the logic-level one fast and the logic-level zero slow, wtithe buffer connected to the
NMOS has the opposite behavior. The resulting high impeglamesh inverter is shown
in Figure 5.18.

Each buffer delay element is a two-inverter cascade; thdtieg mesh buffer with
10 transistors is shown in Figure 5.19. Although the numbbéramsistors has increased,
we have a much finer control on the delays; large values ofimgledance time can be
realized easily. In addition, to slow down some transisttirgy are converted to higher
threshold voltage versions, and their channel lengthsusweot

To balance the delays of different mesh buffers, it is negd® size them according
to the load they drive. Due to mesh loops, it is difficult to @etely compute the load
driven by each buffer. We approximate it by the load of the-fligps and wires in the
surrounding region. For simple, single-stage invertérs fanout of 4 (FO4) rule is used.
We use an extension of the FO4 rule to determine transistessi To determine the
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relative sizes of the NMOS & PMQOS, their different channeties mobilities for P and
N transistors are taken into account. The PMOS transister® £5< wider than the
NMOS transistors. The sizes for a unitary size mesh bufieshown in Figure 5.19.

5.4.3 Applicability and Limitations

To understand the applicability and limitations of this Wwaltris necessary to have
clear in mind the differences between the concepts of megsit skew and mesh output
skew. Mesh input skew is the maximum difference among thekdanal arrival times at
the input of the mesh buffers. After propagating throughdloek mesh the clock signal
reaches the sequential elements. Mesh output skew is thinonaxclock signal arrival
time difference observed at the clock sinks.

Clock meshes are used to provide an output skew much smadleitile mesh input
skew. It should be observed that the mesh input skew depetyglem the clock network
used to drive the clock signal from the clock root to the mesthels, while the output
skew is determined by clock mesh properties (e. g. mesh énsity, buffer sizes, mesh
wire widths...). Our methodology is limited by thdPUT SKEWcharacteristics andOT
by the output skew. As can be observed in section 5.4.4 ouradetogy presents greater
benefits when applied to designs which present a large h#3IHT SKEW

Clock meshes are used in designs in which clock skew, due tg atiations and
design mismatch, is required to be very small. In other wocttsck meshes are used
whenever its input skew is large and it needs to be reduceain Fne experiments re-
ported in section 3.1 we known that the clock mesh input skawbe roughly 18 larger
than the clock mesh output skew (remember that this is de@tethby each clock mesh
characteristics). Since in microprocessor designs, tla¢ dlock skew is close to 10% of
the clock period, it is very reasonable so assume that the skew of a clock mesh will
be between 10% to 40% of the clock period.

It should also be noticed that as the clock frequencies asare¢he high impedance
time required to prevent mesh short circuit currents getsteh hence becoming easier
to be implemented. Therefore our methodology can easilyppdied to high perfor-
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mance circuits since less delay is needed to create the tigkdance time, as shown in
equations A.3 and A.4.

Another important aspect that needs to be mentioned islthaugh the high impedance
buffer requires more elements than a simple inverter icefi@ clock jitter and clock la-
tency is expected to be small. This happens because cloak detl jitter introduced by
the new mesh buffer will be much smaller than the jitter aridymtroduced by the clock
tree.

5.4.4 Experimental Setup

To verify the effectiveness of this proposal, two set of ekxpents were performed.
The first set (5.4.5) was designed to show that the idea prex$@nsection 5.4.1 is able
to reduce the short circuit power and improve skew and slehe Jecond set (5.4.6)
demonstrates that the buffer design proposed in sectio 8ah implement the idea
presented in section 5.4.1.

To make a fair comparison between different input skew \&lue have performed
a set of fifty simulations for each configuration. In each datian a different flip-flop
distribution was randomly generated.

For both sets, we use a chip containing 100 flip-flops, with raa @f 50.00Qum>.

A 4x4 mesh covers the chip area, with a mesh buffer at evenhrgad node. Since
we have performed a lot of simulations, we chose a small desgiance to reduce the
overall simulation time. The flip-flop density and mesh gtanty are in line with the
industrial design used in the experiments in section 3.1.2.

As mentioned earlier, to model different path delays in ttee driving the mesh,
we introduced (input) skews between the clock arrival tinmethe mesh buffer inputs
(thereby abstracting out the tree). Given a maximum inpatvskalue, arrival times in
different mesh buffer inputs are generated by a random nugereerator, respecting the
maximum skew.

For several of our experiments, we report normalized ingeftvsvalues. Since skew
is generated by random delay number, in practice the obdanmpet skew can be smaller
than the reported values. Reported input skew values regraseipper bound estimation
for the input skew. Cases when input skew is significantlyedéght from the value ex-
pected are smoothed out by the set of fifty experiments peddrfor each configuration.

5.4.5 Methodology Verification

To verify our proposed idea, it is sufficient to model the mieskrting buffer in figure
5.18 with the two output transistors connected to two indépet inputs: i.e., a PMOS, a
NMOS, and two input signals CLK P & CLK N: CLK P connected to the P$I@ate and
CLK N to the NMOS gate. Both inputs are identical, except thaythre phase shifted.
The phase shift models the difference in the delays of thekcsognal through the two
delay elements and determines the high impedance time ddoufier, as per equations
A.3and A4.

In the experiments, we varied the high impedance time of esesh buffer by insert-
ing appropriate phase shift between the two inputs. For ealcte of the high impedance
time (normalized according to the clock period) — 0.0, 0.2, &d 0.6 — we measured
average power, skew and slew as a function of the normalizeshnmput skew. It
should be noticed that the high impedance time accountshéotime the fall and rise
high impedance times. Figure 5.20 shows how the averagkenatsh power changes
for different input skew values. Figure 5.21 reports howithput skew affects the mesh
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Figure 5.21: Output Skew vs. Input Skew for delays clock.

output skew. Finally, figure 5.22 demonstrates how outmyy £ affected by input skew.

The legend in each chart represents the value of high imped#@me in relation to the

clock period. Thus each curve line in these charts showshezter behavior for a par-
ticular value of high impedance time. Note that the 0.0 cuegresents the behavior of
the traditional inverter.

It can be seen that by adding the high impedance time, tatakg@ower, clock skew
at the sequential elements and clock slew are all reducegurd-5.20 shows that the
total power reduction was very significant. For an input skieat is 10% of the clock
period, total power reduction was about 45%. For largertisgaw values the maximum
power reduction obtained was 84%. Figure 5.20 shows thatbskew was also reduced
in most cases. For an input skew of 10%, the output skew waseeddby 25%. The
maximum reduction in output skew was achieved for an inpatséf 40% and a high
impedance time of 60%; in this case output skew reduction548s. The improvement
in relation to output slew can only be noticed for input skealues larger than 15% of
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Figure 5.22: Output Slew vs. Input Skew for delays clock.

the clock period. Nevertheless for input skew values smatiequal to 15% of the clock
period the largest slew penalty was smaller than 2% andftirerean be ignored. A close
relation between the slew and output skew improvement asdifun of input skew can
be noticed by comparing figures 5.22 and figure 5.21. This\behi in accordance with
the ideas presented in section 5.2.2.

It can be noticed that bigger improvements can be obtainezhvdrger input skew
values are applied to the clock mesh in combination to log impedance time. This
can easily be explained by the short circuit currents ptesetime clock mesh. When a
signal with a large skew is applied to the clock mesh the poaatput skew and slew
penalties are higher since the larger input skew incredsas$ sircuit currents between
the different mesh buffers. Long high impedance times caugnt short circuit currents
for a longer time and therefore provide a higher improveni@ntiarge input skew values
in comparison to short high impedance times. On the othed laereasing the high
impedance time reduces the time available for mesh buffecbdrge the clock mesh and
clock sinks parasitic capacitances. The maximum high irapee time must guarantee
that there is enough time for the clock mesh capacitances tolly charged.

5.4.6 Buffer Verification

To verify whether the buffer proposed in section 5.4.2 catuce power, skew and
slew, we used the same set-up as in section 5.4.5, exceptdiratve used the actual
mesh buffer implementation shown in figure 5.19. This medfebhas an overhead of
8 transistors over a simple inverter. This overhead resuligpower penalty that was not
taken into account in the results presented in section 5.4.5

Four different configurations of the inverter were evaldatey scaling the channel
lengths of the selected transistors by a factor of 1, 3, 5,7aoder the minimum length.
This scaling changes the high impedance time of the buffée [€gend of each chart
denotes the increased transistor channel length for eadlyacation. The value “reg” is
for the traditional two-transistor inverter.

Figure 5.23 demonstrates that the proposed mesh bufferd@toareduce the overall
power consumption despite the transistor overhead. Fsgbu24 and 5.25 present the
results for skew and slew. For an input skew of 10%, the mamirpawer reduction was
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15%. However, for an input skew of 40%, power reduction of 5886 obtained. A small
power overhead can be noticed for small input skew valuese pdwer overhead was
caused by the higher number of transistors present in theimgedance buffer design.

The slew reduction for an input skew of 10% was 1%. A significiw penalty was
observed for input skew values smaller than 10%. The ineckelsannel length transistors
present a much larger channel resistance which increasdgatisition times inside the
mesh buffer which was responsible for producing a largeckcklew at the clock sinks.
It should be noticed, however, that larger channel lengtemieiffers present an output
clock slew which is less dependant on the input skew apptieti¢ clock mesh. For a
40% input skew value the slew improvement was about 43% whaesh buffer with
the maximum channel length is used. In practice the skewamithsh buffer inputs is
expected to be about 20% of the clock period.

Although clock slew has increased for small input skew valthee same behavior
was not observed for the skew measured at the clock sinks. o¥émdead associated
to the new mesh buffer do not degrade clock skew for smalltiggaw values. For
large input skew values the proposed mesh buffer has decdtdlas output skew in more
than 60%. In opposition to the results presented in sectidrb 5t is not possible to
see a relation between the slew and skew improvements as@ofuof the input skew.
In the experiments reported in section 5.4.5 clock slew wesrsequence of the large
input skew. When the high impedance time was added the shottccurrents were
reduced and therefore clock slew and skew at the clock sirke also reduced. In the
experiments reported in this section the clock slew was dated by the increase in the
channel lengths inside the proposed mesh buffer, and tireréfis not affected by the
reduction in the short circuit currents as the output skew is

5.4.7 Leakage Analysis

The most important requirement related to the clock sigh#b iassure that clock is
glitch free. Considering the proposed heuristic to reducetstircuit currents within the
clock mesh, one may think that a glitch can be generated gletotk switching due to
leakage at the clock sinks.

It should be noticed that gate leakage actually helps thaatgmce charge/discharge
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process and therefore can not cause glitches. Leakage aolyld¢ause a glitch when it
tries to discharge the clock mesh while it is being chargedo(oharge it while it is being
discharged). This situation only happens after the cloghadicrosses 50% 6f dd during

a transition. During the first half of the transition, leakdgelps the transition, only after
the clock signal has crossé@id/2 is that the gate leakage pushes the clock signal against
the transition direction. If gate leakage is in the same oofienagnitude as the current
which is provoking the transition and, for any reason, tlad#ge current varies, it could
create a glitch in the clock signal.

In a traditional clock mesh, the mesh buffer is constantlpdpdriven by several mesh
buffers. In that scenario, leakage current is negligiblemvbompared to the inverter cur-
rents. Unlike standard inverters the proposed mesh buiffectses to a high impedance
state before switching from 0 to 1 (and from 1 to 0). Assumirgjta@ation when clock
signal is almost completely synchronized in the input of imbaffers but for a group
of n mesh buffers in which clock arrives early. Assuming thathigh impedance time
imposed for each mesh buffer480ps (40% of the clock period for an(H = clock fre-
guency) if clock arrives alsé00ps earlier for group of» mesh buffers the clock mesh is
going to be driven exclusively by the grouprofmesh buffers during00ps. If the current
provided by the group of mesh buffers is in the same order as the leakage current and
if during the400ps the leakage current added to the current provided by thepgobu
mesh buffers is able to charge/discharge the mesh buffepg&& then variations on the
leakage current could, occasionally, produce a clocklylitc

Consider a square clock mesh withlines andm columns designed over a square
area ofz2. Consider that flip-flops are connected to the clock mesh and therefore the
flip-flop density,d, is given byd = m% Assuming that the clock sinks are connected to the
clock mesh by stubs the total capacitance represented lptdbtle mesh is given by the
sum of the mesh wiring capacitance plus the sum of the styiacdance plus the sum of
clock sink capacitances. The total capacitance can thergressed as a function of the
mesh sizen, chip arear and flip-flop densityl as shown in equation 5.7.

1
Capiorar = zX2mxWeap + :E3><2—><Wcap><d + 2 xdx FFcap (5.7)
m

In equation 5.7 the first term represents the capacitandeeahesh lines. The second
term represents the total stub capacitance. Itis assuraeththaverage stub lengthgs.
The final term represents the total clock sink capacitarieee tonsider the flip-flop clock
pin capacitancef Fcap, to bel.5fF and the mesh wire capacitand&,cap, equal to
0.15nF'/m for a design with an area amm x 10mm with 100K flip-flops the total mesh
capacitance i$.51nF. We know that for nanometric technologies such@smn or 65nm
technologies the maximum gate leakage is a6t A (BUTZEN, 2007). Considering
that a typical flip-flop, as shown in figure 5.26, the clock piivels 3 PMOS and 3 NMOS
transistors, since when gate leakage is maximum for PMQSistrs it is negligibly
for NMOS, in the worst case the gate leakage will be dominatedhe three NMOS
transistors. The total gate leakage current drained by lbek sinks can be at most
100 A, Since the maximum high impedance time considered in thikw40% of
the clock period the mesh capacitance will be dischargeshglat most400ps by gate
leakage currents. It means that during a clock cy@léC' will be discharged from the
clock mesh, assuming that the supply voltagé&listhe total load in the clock mesh will
be of 1.51nC.

It can be seen that the leakage current is too small to atfeafyg the high impedance
time, the charge stored in the clock mesh. Therefore unéesithation described earlier
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Figure 5.26: Master-slave positive edge-triggered registusing multiplexers.
(RABAEY, 1996)
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it is not reasonable to assume that the clock mesh can reasbitage ofi’dd/2 without
a current much larger than the gate leakage current to besdgplthe clock mesh.

5.4.8 Conclusions

This work addressed the problem of reducing the short ¢immver in mesh-based
clock architectures. Its contribution can be summarizefolksvys.

e We have shown that adding a high impedance time for the claptakcan sig-
nificantly reduce short-circuit power and hence the totavgroconsumption and
improve skew and slew.

¢ A novel mesh buffer design was proposed to implement the inigiedance time.
It was shown that our design can reduce short-circuit powdrtatal power up to
59% and skew by 22%, with minimal penalty on slew (dependmthe input skew
applied).

Although our buffers have more transistors than traditidmdfers, they have a 50%
smaller input capacitance (for a minimum channel lengthhrmsfer) due to multiple
internal stages. This, in turn, will reduce the buffer sizethe driving clock tree. The
proposed mesh buffer can be further improved. Our sizingreehis quite naive. If all
the internal stages were sized with the FO4 rule, the meshrhaput capacitance could
be further reduced.

Using increased channel lengths to insert delays in theggeghmesh buffer has pro-
duced a significant slew penalty. New techniques to intredielays in the proposed
mesh buffer have to be researched to reduce the slew peA#itipugh the slew penalty
is large in a zero skew case it is not easily degraded as the gkew increases, which
presents an important advantage since in practice meshskew is expected to be about
20% of the clock period.
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6 CONCLUSIONS

Chapter 3 has shown through a bibliographic review and aritaotbiral study that
mesh-based clock distribution architectures are the lodstien to design low skew and
variability tolerant clock networks. The bibliographiaidly has shown that clock meshes
are used in most microprocessor designs while an experainstitdy has shown that
clock meshes deliver a clock skew about1€maller than a pure tree architecture

The lack of solutions to analyze large clock meshes has atetivthe chapter 4 of
this thesis. Clock mesh analysis is a very complex task dukedigh number of el-
ements required to accurately model a clock mesh and to thwaay required in the
delay estimation. A SWS was proposed to enable the elecsiimailation of large clock
meshes and speed it up through parallel execution. Later tebhniques were proposed
but the SWS stands out for its simplicity and accuracy. The SS\{Ba only method that
allows the mesh to be simulated in any electrical simulatortaerefore can be used with
minimal implementation effort by anyone. Unlike other nath the SWS is scalable and
therefore can handle any mesh size. The SWS was shown to becl¥a@cwhile re-
lated works do not estimated the error imposed by model #icgtion required by their
methods.

In chapter 5 a new strategy was proposed to optimize clockeseDifferently from
all the previous optimization techniques for clock meshegé&chniques presented in this
chapter propose to optimize the clock mesh by reducing tbe shicuit currents between
the different clock mesh buffers when a skewed signal isiagb it. Two approaches
were proposed, a new clock mesh buffer design and a siziogitig.

The new buffer design was shown to improve total mesh poweis&aw by switch-
ing to a high impedance state in between a rise/fall tramsitiThe total mesh power
improvement was 59% while the clock skew improved by 22% latien to the tradi-
tional inverter design. The higher the clock skew obserwetthé inputs of a clock mesh
the more advantageous is the new mesh buffer.

A post processing sizing algorithm for mesh buffers was qaesd in section 5.3.
It also relies on the principle of reducing short circuit reunts to improve clock mesh
power and timing. Short circuit currents are reduced by cadpthe sizing of mesh
buffers that cause the higher short circuit currents. Téasnique has shown an average
improvement of 20% in total clock mesh power consumptior$38duction in clock
skew and a penalty of 26% in clock slew. Mesh buffer sizinglmaapplied to almost any
design with minimal effort.

Altough mesh buffer sizing has proven to reduce clock sketv@ower, it presents
two major drawbacks, the inclusion of dummy capacitancesndjuffers are undersized
and effect of the implemented heuristics that is respoasdiithe slew penalty observed.
The development of a formal mesh buffer sizing algorithm satural sequence of the
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work of section 5.3.

Another important thing to be continued is the evaluationhef new buffer design.
The benefits of the mesh buffer proposed in section 5.4 sHmukelaluated considering
its impact on the complete clock distribution scheme. Thalemthe clock mesh input
capacitance is and the higher its skew reduction is, feveetrar resources required in the
global clock network to meet the power and timing constgaint
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APENDICE A ANALISE E OTIMIZACAO DE ARQUITE-
TURAS DE RELOGIO DO TIPO MALHA

A.1 Introducéao

O reldgio é o mais importante sinal em qualquer circuitorsimg. O sinal de reldgio
controla 0 momento em que os dados sdo armazenados nos Egsegiienciais. Se a
temporizagéo do sinal de relégio ndo for extremamente gaexs valores armazenados
pelo elementos sequenciais podem apresentar erros. f@pdgreriodo do sinal de relo-
gio deve ser definido de forma que sempre haja tempo sufipamieque os dados sejam
corretamente computados pela lIégica combinacional.

O periodo de relogio € limitado pelo relacédo de atrasos dstrama ha equacao A.1.
A equacdo deve ser interpretada da seguinte forma. Doifidjig; A e B sdo separados
por uma légica combinacional de atragp e o sinal de relégio chega ao flip-flop A
no ciclon com um atraso d&-x(n)" e no flip-flop B no ciclon + 1 com o atraso de
Teox(n+1)". Senddl'Srrp 0 tempo de setup para o flip-flop B, o menor valor que o sinal
de relogio pode assumir para garantir o correto funcionsmamcircuito considerando-
se 0s atrasos do caminho em questdp & c .

Terock 2 TPrpa+ T +TSprp + (Tex(n) — Tex(n+ 1)) (A.1)

Circuitos mais rapidos exigem periodos de reldgio menoressdalamento da tec-
nologia faz com que os atrasos relacionados com os blocobigaamnnais e com 0s
elementos de memaria sejam reduzidos, no entanto, a djfemsrire os atrasos da rede
de relogio para os diferentes elementos de memaria ndo éidache mesma proporgao.
O aumento do efeito da variabilidade de fabricagdo, a meammibilidade a variagbes am-
bientais e a maior complexidade de projeto tornam as redes@go menos sincronas.

Circuitos de alto desempenho exigem que técnicas espegjais stilizadas no pro-
jeto de rede de distribuicdo de reldgio tornando-os menssesiveis as fontes de vari-
abilidade e mais sincronizados. Para o projeto dessas medesimente sdo utilizados
clock meshesA estrutura doslock mesheseduz variacdes nos atrasos da rede de reldgio
devido aos caminhos redundantes inerentes a estruturaa$osas.

Esse trabalho estuda formas de analisar e otimizar estsutier relégio baseadas em
clock meshedUm método para viabilizar a simulacéo elétricactteek mesheé proposto
e comparado com outros métodos estado da arte. Duas essatégtimizacdo também
sao propostas e comparadas com trabalhos relacionados.
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A.1.1 Definicbes

e Atraso do reldgio: O atraso da rede de reldgio é estimado kxga®a cada um dos
terminais da mesma. O atraso da rede de relégio para um dadoaéé calculado
como o tempo necessario para um pulso de relégio percomedeale reldgio desde
a fonte até o terminal em questéo.

e Skewdo reldgio: Oskewda rede de reldgio é calculado como a maior diferenca
entre o atraso da rede de relogio para quaisquer dois tésngimiaectados por um
caminho puramente combinacional.

e Slewdo reldgio: Oslewda rede de relogio € calculado como o maior tempo de
subida ou descida do sinal de relégio em qualquer um dosnaisnila rede.

¢ Jitter do relégio: Qjitter do sinal de relégio representa a variagédo do atraso da rede
de relégio para um dado terminal em funcdo do tempo. Quand@socada rede
de relégio € modelado como uma distribuicdo Gaussianaeo §ittalculado como
3xo. Ojitter total da rede de relégio é determinado pelo mitter observado
para cada terminal.

A.2 Estratégias para Distribuicdo de Reldgio

Diversas técnicas para distribuir o sinal de rel6gio com@infiabilidade, baixo con-
sumo de poténcia e baixgkewforam desenvolvidas. Essas técnicas foram dividas em
guatro grupos: as que focam no aumento da confiabilidadeddgad® rel6gio, as que
reduzem o consumo de poténcia, estratégias de roteameata e de reldgio e as que
séo aplicadas no nivel arquitetural.

A.2.1 Confiabilidade

S&o duas as técnicas mais utilizadas para aumentar a cliddéidbida rede de reldgio:
o0 isolamento elétrico e o0 assinalamento diferencial.

O isolamento elétrico consiste em ocupar as trilhas adjesentrilha de relégio com
um fio conectado a terra. A figura A.1 demonstra como é feitmlansento elétrico.
Conectando as trilhas adjacentes a terra, a linha de relégmrsa menos vulneravel a
ruido decrosstalk E possivel observar que essa estratégia néo protege serezléglo da
influéncia das trilhas das camadas superior e inferior, temémessa influéncia é reduzida
devido a diferente orientacdo do roteamento adotada nessasias.

Outra maneira de proteger a rede de relogio de fontes de éuédiavés do uso do
assinalamento diferencial. Esta técnica consiste em caddi informacédo na diferenca
de tenséo de um par diferencial, desta forma, qualquer flenteido que afete o par dife-
rencial igualmente n&o é capaz de gerar erros. A figura A.2dstra o funcionamento
desta técnica.

A.2.2 Baixo Consumo

Reduzir o consumo de poténcia de redes de distribuicdo dgadéim se tornado um
grande desafio para os projetistas. Sdo duas também asagatilzadas para reduzir
0 consumo de poténcia de redes de distribuicdo de relélyiok gatinge assinalamento
reduzido.
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Clock gatingé uma técnica que consiste em congelar o sinal de relogiobbaras
gue nao est ao sendo utilizados. O congelamento do sinal@gaeeduz o consumo
de poténcia dinamico na arvore de relégio e nos terminaigldgio. Como o relogio
é fixado em um dado valor l6gico o consumo dos blocos comlminais € igualmente
reduzido uma vez que as estradas desses blocos sdo mamadasnfijuanto ndo houver
transicao no sinal de reldgio. A figura A.3 ilustra uma célutiizada para congelar o
sinal de relogio quando o sinalN é colocado em O.

A técnica do assinalamento reduzido consiste em reduzinsuroo de poténcia re-
duzindo o valor da tens&o de alimentac&o ou o valor da exxdes&inal para a rede de
relogio. Caso o assinalamento reduzido seja implementaaléatda reducéo da tensao
de alimentacdol(dd), a reducdo no consumo de poténcia dindmica sera quadeatica
relacdo a reducdo dédd, caso apenas a excursdo do sinal de relégio seja reduzida a
reducéo no consumo de poténcia sera linear em relacéo garedagxcursédo do sinal.

A equacéo A.2 demonstra a relagdo entre o consumo de potfinamica, as tens de
alimentacéo e as tensdes de assinalamento. A tensdo dalassintols é uma fragédo
deVdd e, portanto, quando a tenst@d € reduzida, a redugdo no consumo de poténcia
€ quadrética. Cabe salientar que esta técnica aumenta bikkdade da rede de reldgio.

P=fxCpxVddxVs (A.2)

A.2.3 Topologias de Roteamento

O sinal de rel6gio deve ser distribuido de uma fonte Unica pantena de milhares de
terminais. Para que o sinal de reldgio chegue aproximad&maermesmo tempo a todos
0s terminais € necessario que o roteamento da rede de rejdgie o comprimento de
fio entre a fonte de relégio e cada um dos terminais. Para diflet@ntes estratégias sao
utilizadas.

ASICs em geral utilizam redes de distribuicdo baseadas earedrv Uma arvore
de relogio pode ser uma estrutura regular como uma arvore-ehtiio gerada a partir
de algum algoritmo especifico. Arvores-H possuem a propdedie terem o mesmo
comprimento de fio da fonte até qualquer um dos terminais. #did\.4 ilustra uma
arvore-H.

Diversos algoritmos para a geracdo de arvores de relégiobeixo skewja foram
desenvolvidos. O primeiro trabalho a tratar desse problérodethod of Mean and
Medians (MMM)(JACKSON; SRINIVASAN; KUH, 1990). Esse trabalho procura cria
uma arvore com aproximadamente o mesmo comprimento de f®@a&fdnte de reldgio
e os terminais. Ao contrario de uma arvore-H o o0 métieldldM € capaz de rotear o sinal
de reldgio até os terminais independente de como os tegrseagspalham na area do
chip.
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Figura A.4: Exemplo de arvore-H.
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Figura A.5: Exemplo de urolock mesh

O algoritmo Deffered-Merge Embeding (DMEBOESE; KAHNG, 1992) foi pro-
posto como uma evolucao dMM. O algoritmoDME é capaz de garantir que a arvore
de relogio gerado possua comprimento de fio minirskesigual a zero.

Circuitos que operam a frequiéncias maiores, como micropsaderes, necessitam de
estruturas de relégio que sejam capazes de distribuir bdgmalégio com um baixekew
independente de variabilidade ambiental e de processseNesatexto, normalmente, sédo
utilizadosclock meshesu outras estruturas baseadasobmok meshesomoclock spines
ou crosslinks Os clock meshesonsistem em uma malha de fios que é conectada nos
terminais de uma arvore de reldgio. A malha de fios cria cansimadundantes entre os
buffersdo ultimo estagio da arvore de relégio de forma que os camintais rapidos da
arvore sao compensados pelos caminhos mais lentos. A fighri&ustra umclock mesh
conectado a uma arvore de relogio. A usabilidadeattmsk mesheé limitada pelo maior
consumo de poténcia e maior utilizacdo dos recursos demetda.

A.2.4 Arquiteturais

Um bom projeto da rede de distribuicéo de rel6gio no niveligetural também é im-
portante para que a mesma apresente um baixo consumo deip@@m baixskew A
rede de reldgio deve ser dividida em diferentes dominiastrdele um mesmo dominio
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Tabela A.1: Caracteristicas dos circuitos de teste

Circuito | #Portas| #FFs | Area | Area dos FFs
(mm?) | area(mm?)
D1 536,5K | 16,75K | 5x10 0,8x6,67
D2 1016,6K| 39,16K | 5x10 2,23%x9,62
D3 7659,6K| 287,39K| 16x16 | 12,03x14,63

devem ficar terminais entre 0s quais existe uma intensa doagéo. Além disso os ter-

minais pertencentes a um mesmo dominio devem pertencer e&esmarbloco funcional

de forma que, quando o bloco funcional relacionado a um domémo esteja realizando

nenhuma computacao, o sinal de reldgio para aquele dondsgagser interrompido.
Dentro de um mesmo dominio a sincroniza¢do do sinal de egnhaior do que

entre diferentes dominios. Para aumentar a sincronizag&el@gio entre os diferentes

dominios se utilizanbufferscom atraso variavel de forma que o atraso debséfers

seja calibrado para queskewentre os diferentes dominios seja o menor possivel. Esse

método é chamado dieskewTAM et al., 2000), (KURD et al., 2001) e (TAM; LIMAYE;

DESAI, 2004).

A.3 Arquiteturas de Distribuicdo de Relogio

A.3.1 Uma comparacao entreclock meshes e arvores de relogio

E sabido quelock mesheapresentam um menskewde reldgio do que arquiteturas
do tipo arvore as custas de um maior consumo de poténcia. aRaliar o quanto o
skewapresentado por umlock mesté menor do que skewde uma arvore de relogio
realizamos um conjunto de simulacdes elétricas.

Trés circuitos de teste foram utilizados, os dados relacios a cada circuito sao apre-
sentados na tabela A.1. Os circulfid e D2 foram gerados artificialmente enquarig
€ um circuito industrial real. Todos os trés circuitos forawdelados em uma tecnologia
de 1lum. A tenséo de alimentacgao foi estabelecida envlez temperatura em 55.

A posicdo de cada terminal da rede de relogio foi extraidacttositos de teste. A
rede de distribuicao de reldgio foi gerada utilizando anmi@agdo do posicionamento dos
terminais da rede de relogio e assumindo que n&o existemuodss de posicionamento
para oshuffersda rede de relégio e de roteamento para os fios. O modelaeléairede
de distribuicdo de reldgio é gerado e utilizado para o caldolskewde relégio de cada
distribuicéo.

A tabela A.2 mostra os valores d&ew, sleve consumo de poténcia para duas redes
de distribuicdo de relégio, uma que utilizeock meshes outra que utiliza apenas uma
arvore-H. E possivel observar que os valores de laténsiavedo reldgio sdo muito
semelhantes para ambas arquiteturas. No entargkewde relogio apresentado pelo
clock meshe aproximadamente ¥0menor do que gkewapresentado pela arquitetura
gue utiliza apenas uma arvore-H. Entretanto o consumo éagatdinamico, calculado
comoC'xVdd?x f, € maior para @lock mestdevido a maior utilizacdo de recursos de
roteamento que se refletem numa maior capacitancia.

Esse estudo permite observar que a utilizagcao delaok mestem uma rede de dis-
tribuicdo de reldgio é capaz de reduziskewem 10x em troca de um pequeno aumento
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Tabela A.2:Clock mestvs. arvore de relogio

chip| mesh/ |max skew max atraso| max slew | Capacitancia poténcia
arvore-H  (ps) (ps) (ps) (pF) (W)
size |mesharv.| mesh| arv. [mesh arv. | mesh| arv. |mesharv.
D1] 16x16 | 3,3 (29,1 480,6| 499,1| 89,5| 89,5/ 255,5| 231,0{0,15/0,13
64x64 | 0,1|1,1|636,9| 638,4| 89,6| 89,6| 563,2| 396,3| 0,32/|0,23
128x128 0,1 |1,3| 717,5| 718,9| 89,6 | 89,6(1030,2 603,7| 0,59(0,35
D2 | 64x64 | 0,5 |4,2|674,2| 678,2|105,7105,71008,1 721,4|/ 0,58|0,41
128x128 0,2 | 1,4| 754,3| 756,1/105,1/105,11694,51048,4 0,97(0,60
D3| 64x64 | 4,8 (29,3 975,1| 995,0{110,9108,65570,15084,0 3,2 | 2,9
128x128 0,9 | 5,5/1050,81055,0110,2 75,2|5885,24892,2 3,4 | 2,8

no consumo de poténcia. Devido a essa caracteristiclbods meshesdo amplamente
utilizados nos projetos de arquiteturas de rel0gio paitos que necessitam ter um
skewde relégio muito baixo.

A.3.2 Distribuicdo de relégio para microprocessadores

As técnicas utilizadas nos diferentes microprocessaadomgrciais variam muito de
acordo com as necessidades de cada projeto. No entants espectos se mantém
constantes e, portanto, podem ser entendidos como teadé&atacionadas ao projeto da
rede de relogio. Esse pontos séo:

e A distribuicdo de relogio global é feita por uma arvore dége global.

e Os terminais da rede de reldgio sédo divididos em diferenbesimios de acordo
com a funcionalidade do bloco ao qual cada pertence.

e Algum mecanismo deleskewe inserido para reduzir skewentre os diferentes
dominios de reldgio.

e Um clock meste inserido em cada dominio para reduzir o efeito da vardsaik.

e Uma arvore de reldgio local (coiufferg que levam o sinal de relégio ddock
meshaté os terminais da rede.

A figura A.6 ilustra essa arquitetura de distribuicdo degiel@enérica. Uma &rvore
de reldgio é usada para distribuir o sinal de relégio da fpata cada um dos diferentes
dominios. A distancia percorrida por essa arvore é grandetanto o efeito de variacdes
ambientas é significativo nessa arvore. A arvore global éhalmente isolada eletrica-
mente para reduzir o efeito deosstalknos atrasos e na confiabilidade do sinal de relégio.

Cada diferente dominio de reldgio representa um terminahdaeglobal. Algum
mecanismo deeskewpode estar presente entre os dominios. Dentro de cada dasheini
relégio umclock meské utilizado para reduzir skewdo relégio.

Os terminais da rede se conectamcémck meshle seu respectivo dominio através
de arvores de distribuicdo de reldgio locais. As arvoreaitogossuerbufferse portanto
reduzem a capacitancia que é carregadageltk meshComo as arvores locais cobrem
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Figura A.6: Distribuicdo de rel6gio genérica para micragssadores
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distancias reduzidas o efeito das fontes de variabilidatiesré pequeno e ndo aumentam
significativamente skewda rede de reldgio.

E importante salientar o papel fundamentalaiock mesmo projeto das redes de
distribuicdo de relégio para microprocessadoreslddk meshé responsavel por filtrar o
efeito das fontes de variagdo ambiental, reduzindkeove ojitter do sistema.

A.4 Metodos para Analise de Malhas de Relégio

Clock mesheséao redes dificeis de analisar. O grande numero de ciclosnies a
estrutura do mesh somado as caracteristicas ndo lineasesveosores torna a analise
desta estrutura extremamente complexa. Ao mesmo tempdiseathas atrasos da rede
de relégio deve ser precisa uma vez qe@né medido como a diferenca entre os atrasos
da rede.

Esta secdo apresenta o primeiro método proposto para ésteaproblema (CHEN
et al., 2005). A proposta consiste em simplificar o modeldriet® do clock meshdi-
vidindo a simulagdo completa divock meskem simulagdes menores. Outros métodos
foram propostos apos esse trabalho, sendo que esses atingemaior aceleracédo na
caracterizacao dolock meshas custas de um maior erro na estimativa (YE et al., 2008)
(WANG; KOH, 2007) (ZHANG et al., 2008) (YE et al., 2007).

A.4.1 O método da janela deslizante

O método da janela deslizante (8liding Window Scheme (SW$bpnsiste na apli-
cacao da heuristica dividir-para-conquistar através melgicacdes no modelo elétrico
do clock mesh Ao invés de realizar apenas uma Unica simulagdo elétrilizando um
modelo elétrico preciso para todoctbock mesha metodologiasSWSpropde que sejam
realizadas: simulacdes aonde em cada simulac&dozk mesté modelado com preci-
sdo apenas para uma pequena regiao, reduzindo o tempo dedxecos requisitos de
memoaria da simulacéo elétrica.

Apenas dentro da regido aondelock meshé modelado com precisdo o0s atrasos sao
medidos. Sucessivas simulag¢des sao feitas de forma quaso ag@ra cada flip-flop seja
medido pelo menos uma Unica vez. A figura A.7 ilustra o esquma@osto. O método
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Figura A.7:Sliding Window Schem{€HEN et al., 2005).
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Figura A.8: Exemplo de uma janela com borda para aumenteispe

da janela deslizante se basead no efeito da resisténciadam® faz com que apenas 0s
buffersna redondeza de um determinado terminal da rede de relégenab atraso do
sinal de relogio até aquele terminal. Desta forma, apersas eecessitam ser modelados
com precisdo para que o atraso seja estimado corretamente.

O método da janela deslizando oferece uma alta precisaoetidas realizadas mais
préximas ao centro da regido que € modelada com precisdotaat@ os pontos proxi-
mos a fronteira entre a regido precisa e a regiao simplifipadam apresentar um erro
grande nas medidas. Para resolver este problema se propdacd de uma borda de
precisdo ao redor da regido aonde os atrasos estdo sendibselientro dessa borda
0s atrasos dos terminais da rede de relégio ndo sdo medmestanto aclock meshke
modelado com precisdo. A figura A.8 ilustra como a borda é&iidalno modelo a ser
simulado.

O uso da borda é fundamental para que o método apresenteisdpraecessaria
para que skewdo reldgio seja estimado corretamente. No entanto a inzldadorda
aumenta o numero de nodos presentes no modelo elétrico doretszido e portanto
aumenta o tempo de execucdo da simulacao elétrica. A fig@rendstra 0 erro maximo
observado nas medidas para um conjuntbelechmarksitilizando-se a metodologia da
janela deslizando com e sem a borda.

Cada uma das medidas de erro realizadas consiste na aplid@mgéétodo da janela
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Figura A.9: Precisdo do método da janela deslizante.

deslizante para um circuito sintético com caracteristitifessentes. Os nomes de cada
circuito podem ser vistos no eixo, sendo que o nomel0_f1_m18_@denota um circuito
gerado numa area de7hbn x 10mm contento 1000 terminais de reldgio, projeto com um
mesh com 18 linhas e 18 colunas aondenesh buffersdo inseridos sempre que um fio
horizontal domeshcruza um fio vertical. A terminacaol indica que osnesh buffers
sao inseridos em um cruzamento sim e outro ndo. Pela analiggfico da figura A.9
podemos perceber que com a utilizagdo da borda o erro m&btidoaa medida dos
atrasos nos terminais da arvore de reldgio € menor que 2.6%b8rda nao for utilizada
o erro na medida do atraso chega a 27.5%.

O tempo total de simulagdo em uma Unica maquina é maior quamgbodo da janela
deslizante € utilizado do que quando uma simulacao Unidtaé o entanto esse método
permite a paralelizagdo das simulacdes e reduz o uso maeimewhoria, permitindo que
clock meshemaiores possam ser simulados.

A.5 Estratégias para Otimizacao de Malhas de Relégio

Recentemente o topico da otimizacaoalleck meshepassou a ser abordado po al-
guns autores como VENKATARAMAN et al. (2006)RAJARAM; PAN (2008Ambos
trabalhos prop6e solucdes para reduzgkewde relégio considerando-se as seguintes
suposicoes:

¢ O sinal de relégio chega ao mesmo tempo a todosesh buffers

e O clock mesh apresenta uma alta densidade de linhas e caamasneira que
existem regides (definidas pelo quadrilatero formado pasdinhas e duas colunas
adjacentes) dentro das quais ndo existem terminais.

e O conjunto demesh buffersom diferentes tamanhos disponiveis é limitado.

Na prética essas suposi¢des nado correspondem a realidadéatea dos circuitos. O
skewobservado na entrada dtock mesmao é zero, a densidade de linhas e colunas do



143

clock meste menor do que a densidade de terminais e o conjurmeesé buffere muito
grande ou ilimitado.

A suposicao de queskewde relégio aplicado nolock mesté zero néo é realista pois,
caso nao houvess&ewnado haveria necessidade de se utilizar o clock mesh parairedu
o0 skew Entretanto, é importante observar quskewde reldégio na entrada ddock
meshé consequéncia das caracteristicas da arvore de relégiatada aalock meske
portanto qualquer método que otimizelock mesttom base nekewde entrada s6 pode
ser aplicado depois que a arvore de reldgio conectadbak mesha foi projetada.

A.5.1 Dimensionamento do$uffers do clock mesh

A capacidade dolock meshde reduzir cskewde reldgio é resultado das correntes de
curto-circuito entre omesh buffergue transicionam antes e os que transicionam depois.
A existéncia das correntes de curto-circuito é possivelagraos caminhos reconvergen-
tes que conectam entre si a saidamesh buffersEmbora as correntes de curto-circuito
entre ognesh buffersejam necessarias para que os caminhos rapidos compensam 0s
minhos mais lentos elas também sdo responsaveis por um coaisumo de poténcia e
por aumentar glewde relégio.

Para reduzir as correntes de curto-circuito dentro declotk meshse propde que
o tamanho do$uffersque tem maior participacdo na corrente de curto-circuijanse
reduzidos. E sabido que quanto mais distante da média é @ @enghegada do sinal de
relégio na entrada de umesh buffemaior é a corrente de curto circuito causada pelo
buffer. Portanto, dois aspectos devem ser obedecidos duranteemslonamento dos
mesh buffers

e O tamanho domesh bufferso pode ser reduzido. Caso o tamanho de algum mesh
buffers fosse aumentado seria necessario redimensiomaiffessda arvore de re-
l6gio, o0 que tornaria os tempos de chegada do sinal de ref@gmesh buffers
invalidos.

e Quando o tamanho de umesh buffegé reduzido é necessario incluir uma capaci-
tancia extra para que a carga percebida pela arvore decelagiseja alterada.

Obedecendo ambas restricdes descritas acima dois algsidkedimensionamento de
mesh bufferpara reducéo da corrente de curto-circuito foram propostos

A.5.1.1 Dimensionamento baseado na média

O dimensionamento baseado na média utiliza o tempo de chegadio do sinal
de relogio em cadanesh buffepara calcular o quanto o tamanho de cada mesh buffer
sera reduzido. O tamanho da reducéo no tamanho de umndesto buffeé calculado
proporcionalmente a diferenca entre o tempo de chegadardédiinal de reldgio e o
tempo de chegada do sinal de rel6gio na entradaelsh buffeem questéo.

O algoritmo utilizado € ilustrado pela figura 5. O primeirsga consiste no calculo
do tempo de chegada médio do sinal de reldgio mesh buffersAtm. A seguir, a
maxima diferenca entre o tempo de chegada do sinal de redégiam dadanesh buffer
e Atm, Atdist, é calculada. Para catiaffero fator de reducao do tamanho é calculado.

A.5.1.2 Dimensionamento probabilistico

O algoritmo de dimensionamento probabilistico utilizapmfiacbes da funcéo de dis-
tribuicdo de probabilidade®fobability Density Functioppara calcular o fator de redu-
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Input: At, M ,MR
Output: Mnew
1 Atm = compute_mean(At);
2 Atdist = 0;
3 foreach Mesh Buffer do
a | Atdist = max(Atdist,|At; — Atm));
5 end
6 foreach Mesh Buffer do
7 reduction =1 — M R x (|At; — Atm|l Atdist);
8 Mnew; = M; * reduction;
9 end

Figura A.10: Mean sizing algorithm

¢éo de tamanho de cadeesh buffer O fator de reducao é calculado proporcionalmente
a probabilidade do tempo de chegada do sinal de rel6gio madendomesh buffeem
guestao estar dentro de um intervalo pré definido. Nessallh@b assumido que os tem-
pos de chegada do sinal de rel6gio na entradardksh buffergé estocastico e se comporta
como uma distribuicdo Gaussiana.

O primeiro passo do algoritmo é calcular o tempo de chegad#oménsiderando as
médias das distribuicbes Gaussianas utilizadas para arasekempos de chegada nos
mesh buffer§Atm). A seguir, o desvio padrdo médio do conjunto de distribesggaus-
sianas é calculado. Com base nesses dois valores uma fundaéosidade acumulada
(CDFpgasg) de base é construida. Utilizando-se essa funcao de pliolaalei acumulada
€ calculada a probabilidade de ocorréncia de valores ddatton intervalo de controle
descrito comdAtm — Th, Atm + Th], Agasp. Para cadanesh buffeii é calculada a
probabilidadeA; de o tempo de chegada do sinal de relogio estar entre o iltatea
controle[Atm; — Th, Atm; + th]. O fator de reducéo do tamanho hesh buffeé cal-
culado proporcionalmente a diferenca emtrg s € A;. CasoA; seja maior quelgase
o tamanho danesh buffeem questédo nédo é alterado.

Input: At,M,M R, Th
Output: Mnew
1 Atm = compute_mean(At);
2 Ats = compute_mean_sigma(At);
3 CDFpasg = CDF(Atm, Ats);
4 Agase = CDFBASE(Atm + Th) — CDFBASE(Atm — Th),
5 foreach Mesh Buffer do
7 A; = CDF;(Atm + Th) — CDF;(Atm — Th);
8 reduction =1 — MR x (A;/Apask);
9 if reduction > 1then

10 ‘ reduction = 1;

11 end

12 Mnew; = M; *x reduction;
13 end

Figura A.11: Probabilistic sizing algorithm
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Tabela A.3: Circuitos de teste.

Circuito | Tam. doMesh| Tam. dochip (um) | #FFs| Densidade de FFs

cl 4x4 500x 500 250 1000mm?
c2 4x4 500x 500 500 2000/mm?
c3 4x4 500x 500 750 3000/mm?*
c4 4x4 800x800 600 937.5mm?
c5 4x4 800x800 900 1406.25mm?
c6 4x4 800xx800 1200 1875mm?
c/ 8x8 800x00 900 1406.25Mmm?*
c8 8x8 800x 800 1200 1875mm?

A.5.1.3 Experimentos

Ambos algoritmos de dimensionamento foram aplicados &aioeshes projetados
para circuitos gerados aleatoriamente. O efeito do dimaasiento produzido pelos al-
goritmos propostos foi comparado com o uso da régreut-of-4F04). As informacdes
relativas aos circuitos gerados aleatoriamente estaoitdssta tabela A.3.

Para cada circuito trés simulagdes elétricas foram relizaima utilizando apenas o
dimensionamento FO4, uma aondenossh bufferdoram redimensionados utilizando o
algoritmo baseado no atraso médias{z¢ e outra utilizando o algoritmo de dimensiona-
mento probabilisticogsizg. A tabela A.4 compara os valores de consumo de poténcia,
skewe slewobservados na rede de reldgio para cada algoritmo. Durameudacao elé-
trica, o tempo de chegada do sinal de relégio em cadsh buffefoi modelado como
uma distribuicdo Gaussiana cujo o desvio padrao é equteatei@% do periodo de re-
l6gio. O tempo de chegada médio do sinal de reldgio é diferpata cada mesh buffer,
tendo sido gerado aleatoriamente e apresentando umaa@neaxima equivalente a 20%
do periodo de reldgio.

Pode-se observar que ambos algoritmos propostos séo sajsmeeduzir 0 consumo
de poténcia e skewdosclock meshegestados em troca de degradaslewdo sinal de
relégio. Analisando os dados apresentados na tabela Agrgohzer algumas outras
constatacdes. Comparando os valores produzidos para psitn@sos circuitos em rela-
¢ao aos ultimos 5 pode-se observar que o dimensionamentts @fativo para circuitos
com uma area menor. Também é possivel observar que o gantio ofxin o dimensio-
namento € maior para circuitos com um numero menor de fligflépnbos comporta-
mentos podem ser explicados pelo modo como as correntestdecoeuito sao afetadas
pelas caracteristicas @tock mesh Sempre que as correntes de curto-circuito séo redu-
zidas a eficiéncia do redimensionamento é reduzida. Quaadeaado circuito € maior
o comprimento dos fios entre asesh buffer& maior e, portanto, as correntes de curto-
circuito entre os mesmos sao menores. Da mesma forma, qoanduoero de flip-flops
€ maior o tempo necessario para carregar as capacitancaisgentonsequiientemente o
tempo em que a corrente de curto-circuito ira circulaclogk mestké menor.

Um segundo experimento foi feito fazendo-se a média entresodtados obtidos para
cada um dos oito circuitos. Os dados obtidos podem ser wisi®diguras A.12, A.13,
A.14 e A.15. Cada barra de cor diferente representa uma coaf@o diferente dos atra-
sos do sinal de reldgio na entrada clock meshe cada conjunto de barras mostra os
dados para um diferente algoritmo. Trés diferentes corsidiao de atraso para o sinal
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Tabela A.4: Melhora obtida com algoritmos de dimensiondamen

Circuito | Método| Poténcia(V) Skew {s) Slew (ps)
Total | Ganho (%)| Total | Ganho (%) Total | Ganho (%)
tip 3.09 49.51 210.33

cl msize | 2.74 11.25 23.29 52.95 247.80| -17.82

psize | 2.72 11.89 19.83 59.94 271.78| -29.22

tip 4.66 75.83 - 212.48 -

c2 msize | 4.23 9.24 45.06 31.62 253.80| -19.45

psize | 4.20 9.82 43.21 43.02 276.52| -30.14

tip 6.21 - 85.33 - 215.36 -

c3 msize | 5.73 7.70 60.91 28.62 257.42| -19.53

psize | 5.70 8.22 57.53 32.58 279.28| -29.68

tip 7.62 115.77 239.55

c4 msize | 7.16 6.03 92.48 20.12 283.88| -18.51

psize | 1.14 6.34 95.37 17.62 302.94| -26.46

tip 10.06 139.13 255.10

c5 msize | 9.59 4.62 107.06 23.05 300.68| -17.87

psize | 9.57 4.86 107.47 22.76 317.76| -24.56

tip 12.68 158.81 - 279.07 -

c6 msize | 12.23 3.55 130.96 17.53 325.38| -16.60

psize | 12.21 3.73 133.78 15.76 341.13| -22.24

tip 16.20 - 130.75 - 261.49 -

c7 msize | 15.00 7.39 94.36 27.83 292.76| -11.96

psize | 14.73 9.02 77.54 40.70 320.55| -29.36

tip 18.91 152.42 - 274.92

c8 msize | 17.70 6.37 114.34 24.99 311.08| -13.15

psize | 17.43 7.81 103.69 31.97 334.03| -21.50




147

40.00% - m=0.4 s=0.1
mm=0.2 5=0.07
35.00% 1 - m=0.1 5=0.03

30.00%

25.00% {—
20.00% {——
15.00% {—— —
10.00% {—  I— |
5.00% +—— /
0.00% ’4 .

msize psize

Figura A.12: Melhora média ngkew

25.00% -

m=0.4 s=0.1
mm=0.2 5=0.07

20.00% .7+ M=0.15=0.03

15.00%

10.00%

5.00% +——

0.00% ///;

msize psize

Figura A.13: Melhora média no consumo de poténcia.

de entrada foram utilizadas, um caso com bakew um caso conskewtipico e um
caso com unskewalto. Os valores dekewque caracterizam cada um desses casos €
mostrado na legenda dos graficos normalizados pelo persdaayio,1ns. O skewde
entrada aplicado no clock mesh possui duas componentegjetaraninistica, represen-
tada pela diferenca nas médias das distribuicdes Gaussitilizadas para representar o
tempo de chegada do sinal de relégio em gadah buffee uma componente estocéstica,
representada pelo desvio padrdo da distribuicdo Gausdlasdegendas o valor da com-
ponente deterministica € representado pela tefranquanto a componente estocastica é
representada pela letsa

A figura A.12 mostra que reducBes médias de 33%kaovdo sinal de relégio e 20%
no consumo de poténcia foram atingida as custas de um aumerz6% noslew do
sinal de relogio. O aumento dslewdo sinal de reldégio é uma consequéncia direta da
limitacdo de permitir apenas quemesh buffersejam reduzidos. A capacidade de carga
do conjunto demesh buffer$oi reduzida devido a diminuigéo nos tamanhos dos mesmos,
aumentando slewdo sinal de reldgio.

Comparando o efeito do algoritmo de dimensionamento no ntmge circuitos de
teste € possivel observar que o algoritps@ze propicia um algoritmo mais agressivo,
gerando uma maior reducao no tamanho dos buffers. Enetgueindo a redugao pro-
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Figura A.16: Exemplo de curto-circuito entreesh buffers

piciada por ambos algoritmos foi semelhante observa-s® glimensionamento gerado
pelo algoritmopsize € mais eficiente.

E possivel concluir com base nos experimentos feitos quenerdiionamento com
base nas caracteristicas temporais do sinal aplicadlmeomeské capaz de reduzir con-
sumo de poténciagkewdo sinal de reldgio. O maior ganho obtido com o algorifma:e
se deve a natureza estocastica do atraso do sinal de reldgibores resultados podem
ser obtidos se o tamanho dogesh bufferdorem aumentados, no entanto & necessario
considerar o efeito dos mesmos nos atrasos da rede que lea desrelogio aalock
mesh

A.5.2 Um novomesh buffer

Correntes de curto-circuito circulam entrernssh buffersempre que o sinal de rel6-
gio ndo chega exatamente ao mesmo tempo a atgesh bufferconforme ilustrado pela
figura A.16. Esse tipo de corrente de curto circuito podeesguzido através da insergao
de um tempo durante o qual o mesh buffer tem sua saida mantiddaimpedancia.

No caso ilustrado pela figura A.16 quando no minimo um lidfersesta em alta
impedancia nao existe corrente de curto-circuito fluindoeegles. No caso de untock
meshesse método é capaz de reduzir as correntes de curto-@iocLatté mesmo elimina-
las completamente.

O tempo em que a saida deoesh buffefica em alta impedancia € gerado atrasando
diferentemente o reldgio até gatesdos transistores PMOS e NMOS. Considerando-se
o bufferda figura A.17 o tempo de alta impedancia de subida e desadag@sentados
pelas equacdes A.3 e A.4. Os atragbg e d0y representam respectivamente o atraso de
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Figura A.17: Umbufferde alta impedancia inversor.
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Figura A.18: Esquema elétrico pdaffer tri-state

VDD

MP5
L=MIN
W=2.65

CLOCK_IN CLOCK_OuT

subida e o atraso de descida do sinal de relogi0¢' dO®CK atée CLK_N enquanto 0s
atrasosllp e d0p representam os atrasos do n@adbOC K ao nodoC' LK _P.

Ztimefall = le - dlp (AS)

Ztimeme = dOP - dON (A4)

Para implementar o tempo de alta impedéancia é proposto witoirda figura A.18.
Para gerar os atras@®y, d0p, d1y € dlp sao utilizados dois inversores em cascata.
Os tempos de subida e descida sdo aumentados quando necags@ntando o com-
primento do canal dos transistores e utilizando-se tremmes com uma voltagem db-
resohold(vt) maior. A figura A.18 também demonstra a relacdo entre o tamdos
transistores usados internamente dentrowfter tri-state
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Figura A.19: Poténcia vsSkewde entrada para inversor simples.

A.5.2.1 Experimentos

Foram realizados dois conjuntos de experimentos paraaaeadficiéncia do método
proposto para diminuir as correntes de curto circuito. Numgiro momento o tempo de
alta impedancia foi gerado artificialmente aplicando-de simais a um inversor simples,
um sinal foi aplicado agatedo transistor NMOS enquanto outro foi aplicado ao gate do
transistor PMOS.

Nas figuras A.19, A.20 e A.22 sdo apresentados os ganho®slaiitin a utilizacao
do método proposto para evitar correntes de curto-circiteempo em que o sinal de
relégio permanece em alta impedancia foi gerado artifi@aben Cada linha dos gréaficos
das figuras A.19, A.20 e A.22 representa um tempo de alta iamoéal diferente aplicado
aoclock meshO eixo X indica diferentes valores d&kewde entrada, normalizados pelo
periodo de reldgio, aplicados atbock meskenquanto o eixd” demonstra os valores de
poténcia,skewe slewobtidos em cada caso. Para aumentar a significancia dos-exper
mentos, os valores apresentados foram obtidos atravésdia erére 50 experimentos
diferentes sendo que em cada experimento um difecbmtk mesHoi gerado. Os circui-
tos gerados automaticamente sao formados por 100 flip-flspbdidos em uma area de
50.00Q:2 e utilizam umclock meshx 4 para distribuir o relégio para os flip-flops.

Nos resultados demonstrados acima a curva para o tempadmpkdéancia igual a
0.0 representa o comportamento de um inversor tipico. By g®rceber que o consumo
de poténcia, skewe o slewdo sinal de relégio foram melhorados com a insercédo do
tempo de alta impedancia. As figura A.19, A.20 e A.21 demanstespectivamente as
melhoras no consumo de poténakewe slewdo sinal de reldgio.

A estratégia proposta € capaz de proporcionar uma granderaelas caracteristicas
temporais e no consumo de poténciatbrk meshO consumo de poténcia diock mesh
foi reduzido em 84%. @kewe slewdo sinal de rel6gio foram reduzidos respectivamente
em 60% e 45%. O fator de melhora obtido é dependentskdwaplicado na entrada
do clock mesh Se o sinal de relogio esta completamente sincronizado madando
clock mesmenhum ganho € obtido com esta técnica, no entanto nenhisventagem é
observada também. Na pratica o sinal de reldgio apresentkenma entrada dalock
meshentre 10% a 20% do periodo do sinal de relégio e portanto odugtmposto deve
apresentar um ganho significativo.
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Figura A.23:Skewde saida vsSkewde entrada para inversor de alta impedancia.

No entanto, a implementacdo do esquema proposto nao &, tcemo ilustrado na
figura A.18. A inclusdo de mais transistores e 0 aumento dgdaomnto de canal de al-
guns transistores gera uma penalidade no desemperihdgfdoproposto em comparacao
com o inversor simples. Para avaliar a penalidade introdugelo projeto apresentado
na figura A.18 os experimentos anteriores foram repetidostisuindo-se os inversores
de duas entradas pelogsh bufferpropostos. Para gerar diferentes tempos de alta impe-
dancia o inversor proposto foi simulado utilizando diféesrcomprimentos de canal nos
transistores responsaveis por atrasar o relégio. Cada dasvgraficos das figuras A.22,
A.23 e A.24 representa uma configuracdo aonde o comprimertardhl dos transistores
foi aumentado 1,3,5 ou 7 vezes. O comportamento do inveifsiooté denotado pela
curvareg.

Percebe-se que, embora tenha ocorrido 0 aumento no nimeérandestores e no
comprimento do canal de alguns transistoremeash buffeproposto apresenta melhor
desempenho do que um inversor tradicional quandkesde entrada delock meshé
maior que zero. wverheadassociado amesh buffeproposto sé pode ser percebido
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Figura A.24:Slewde saida vsSkewde entrada para inversor de alta impedancia.

guando oskewde entrada aplicado amock meshé menor do que 10% do periodo de
relégio.

Observando as figuras A.22, A.23 e A.24 verifica-se queesh buffeproposto é
capaz de reduzir o consumo de poténcia em 59%kewdo sinal de rel6gio em 60%
e oslewem 43%. Cabe salientar que devido ao aumento do comprimertardd de
alguns transistoresslewapresentado pelmesh buffeproposto é maior do questewdo
inversor tradicional, no entanto percebe-se que quan@oo¥sshead reduzido a medida
gue oskewde entrada aumenta. Quando o comprimento de canal 7 vezegig®nto
de canal minimo @verheadbservado nslewdo sinal de reldégio € méaximo, entretanto
essa configuracdo também propicia os maiores ganhos quakédome entrada dolock
meshé maximo.

Os resultados obtidos mostram qumesh buffeproposto é capaz de reduzir o con-
sumo de poténcia, skewe o slewdo sinal de reldgio. No entanto os ganhos obtidos
dependem das caracteristicas temporais do sinal de reldgemtrada dalock mesh
Maiores ganhos sdo observados para maiores valogsdaa entrada dolock mesh

A.6 Conclusoes

Essa tese demonstrou na secdo A.3 ¢joek meshesédo a melhor alternativa para
lidar com os problemas advindos das fontes de variabilidageafetam o desempenho
dos circuitos integrados.

A falta de metodologias para a analisealteck meshemotivou a criacdo do método
da janela deslizante apresentado na secdo A.4.1. Foi deasimgue o método da janela
deslizante viabiliza a caracterizacaoalieck meshegrandes com um erro menor que 1%
em comparacgao com os valores obtidos durante uma simulbiéoae

Com base na observacgéo que a aplicacdo de um sinal de reléggkewadiferente de
zero produz correntes de curto-circuito entre os difesamiesh bufferslois métodos de
otimizacao para clock meshes foram propostos. O primeitodoéapresentado propde
dois algoritmos de dimensionamento parayesh buffergjue visam reduzir o tamanho
dosmesh buffersesponsaveis por causar mais curto-circuito. Em médiagusiahos
propostos reduziram o consumo de poténcia em 20%kewem 33% com um aumento



155

de 26% noslewdo sinal de relégio. Embora ambos algoritmos de dimensiensm
tenham obtido uma boa reducéosi@wdo sinal de relégio e no consumo de poténcia em
troca de um aumento relewambos algoritmos apresentam duas grandes desvantagens,
a insercéo de capacitanciéismmyguando o tamanho dasesh buffersdo reduzidos e a
limitagcdo de que o tamanho do®esh buffermdo pode ser aumentado. Essas limitagdes
sao responsaveis pelo aumentstewdo sinal de reldgio percebido e, portanto, melhores
resultados podem ser obtidos se essas limitacoes forexadala

O segundo método consiste em um projeto de um mogsh buffeque através da
insercao de um tempo de alta impedancia evita que as ca@mtIrto-circuito circulem
pelo clock mesh A reducéo obtida respectivamente no consumo de poténaasken
do sinal de reldgio foi de 59% e 22% para um caso tipico. Nexe nao é observado
nenhuma alteracdo significativa slewdo sinal de relégio. A melhora ou degradacéo
do slewdo sinal de relégio depende do valor skewdos sinal de rel6gio presente na
entrada daclock mesh Para avaliar melhor a contribuicdo dwesh buffeiproposto é
necessario realizar experimentos simulando-se a estrdéurel6gio completa (arvore de
reldgio maisclock mesh

A eficiéncia dos métodos de otimizacao propostos é propwatam valor dskewdo
sinal aplicado na entrada @tock meshquanto maior € skewpresente nas entradas do
clock meshmaior sao as vantagens dos métodos propostos.



