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1. INTRODUCTION |
|

!
In event‘oriented logic simulation signal

transitions are modeled as events. An event notice for

each event 1is stéred in a list [WA 84]. Considering that
to each gate in the network is associated a positive and
finite delay, a transition at the gate inputs will possibly
cause an output evént for this gate after this delay. In

general the list contains events scheduled for many future
times. When the s%mulated time is advanced, signals must
be updated according to the events scheduled in the list
for this new current time. Event oriented logic simulators
use 1in general tﬂe selective trace technigue [ST 75]. This

technique allows that at each simulated time only those

gates are evaluaté@, whose cutputs can potentially change,
so that a more effijicient simulation is achieved. The
objective of this baper is to determine, for a set of
significant timing\ models employed in logic simulation,
which are the possible operations to be performed on the
event list, which %re the properties of this 1iist and
these operations, | and how these properties and
operations affect the selective trace technigque. Four timing
models are conside;ed: two-valued logic with nominal
delay; three-valued logic with min-max delay; inertial
delay; and differi#g delays according to the transition
direction. It will not be discussed here neither the
validity nor the abplication,of these models. It shall be
proved that, besidés the search and removal of the next
event to be processed (i.e., the event notice in the
"list with the min%mum schedule time), only two opamﬁions
are needed: insertion of an unigque new event notice and
cancellation of an‘uniquc event notice (necessarily the
event notice with éreatest schedule time associated with
the gate in question). The conseguences of these properties
for a logic simula%or which uses selective trace are then

considered. |
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2. TIMING MODELS

2.1 Two-Valued Logic with Nominal Delay

In this model a gate behaves like a pure function
followed by a pure delay line, which doesn't introduce
distortion. Any number of sinal transiticns can be
simultaneously travelling . through this line, so that any
number of future events can be scheduled for a gate at each time.
A new event for the gate will have always a greater
scheduling time (equal to the current simulated time plus
the nominal delay for the gate) than all other events yet
scheduled for this gate. Since only two logic values are
presgnt, the event notice doesn't need to contain the new
logic wvalue, because this will be surely the complement
of the previous value at the moment of the event
occurrence. The event notice contains only the gate name
and the scheduled time for the event.

2.2 Three-Valued Logic with Min-Max Delay

In,this model every signal makes a transition from
o to 1 or from 1 to 0 going always through the
intermediate state U ("unknown"). There is a dominance
hierarchy [BF 76] between the logic values: U dominates
0 and 1, and these are in turn hierarchically equivalent.
If there is an event from a logic wvalue "a" to a logic
value "b", then: 1) if "b" dominates "a", we must
schedule the event to the earliest possible time (i.e.,
current time + minimum delay); 2) if "b" is dominated by
"a", we must schedule the event to the latest possible
time (i.e., current time + maximum delay). Using this
rule the simulation always gives the worst possible case,
that 1is, the signal will remain in the state U as long

as possible due to the gate input conditions.
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As in the previous model any number of - future

events can be séheduled for a gate at each moment. However,
as a corollary of Theorem: 5 of Eichelberger [EI 65], the

gate output alw%ys goes through a sequence "non-dominating

value » dominating value -+ non-dominating value" {i.e.,
0»~-U -1 or1 +\U -+ 0) 1if the gate inputs also go
through such a sequence. Let us define the gate inputs,/
"at rest" when %ll of them have values 0 or 1 (that is,’
they have a non-dominating Valﬁe). Let us say that at
t=t1 an input ev@nt for a gate occurs. As we see in
Fig. ta, if at t=t2 > t1 a new input event appears, and

the gate inputs bidn‘t are at rest, then we have
necessarily ta= t1+mindelay and tb (time for the new
output event) = tb + maxdelay (the input must have done
at t2 a "dominatibg + non-dominating" transition), and so
th > ta, that is,| the new output event has a greater

scheduling time tban all other events scheduled for this
gate. \
et :

current time current time

|
§ i i
A ‘ U
g B ‘ A ¢} r—J
B l‘J 1 !
0 Y B o
\
: \
C=AB v c:ag | —
o \ u
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<— delay in — l
Y ta to f t2 e 'o tq
<—delay max—> y
ty “ th [e—— delay min —
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F+---deloyrnox :
x _ ddcymm—ﬁ4
(c)' no future event must|be cancalled

(b} a future event gt t; must be cancelled
\

Figure - Posmb!e1ﬂnﬁhg Relationships between Future Events in the Min-Max Delay Modet.
i ;
If the gate inputs were at rest at t2, as in Fig. 1b,
\ .
then ta = &1 + max@elay and tb = t2 + mindelay. It can

happen that tb < ta, that is, the new event can have
!
I
|
!
|
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smaller scheduling time than the current event with
greatest scheduling time for this gate. This later event
must then be cancelled. However, this new event cannot
have a smaller scheduling time that a second yet scheduled
output event at tc < ta and due to an input transition
at tO0 < t2, because this second event must be of the
type "non-dominating -+ dominating" transiton. We have

then tc = t0 + mindelay, tb = t2 + mindelay, and so
tc < tbh.

We conclude that only a single event, and that
with the greatest scheduled time among those scheduled
for the gate, can be du tc cancellation as a result

of a new input transition, and that a new output event

will always be the event with greatest scheduled time
for the gate (after a possible event cancellation).
Furthermore, after a cancellation, a new cancellation

will never be needed before at least one new event is

scheduled for the same gate.

2.3 Two-Valued Logic with Inertial Delay

Fig. 2 shows what really happens when an input
transition occurs for a gate. The gate output capacitance
is loaded (or discharged) according to an exponential
curve. We say that the output reaches a logic value
when this curve passes through a certain boundary. Another
input transition occurring before the curve has reached
the boundary can discharge (or load) the gate capacitance,
so that the logic value is not really reached. We say

then that the gate has an inertial delay, [BF 76] equal

to the time interval the gate output needs to reach the

opposite boundary. Within this interval the input values
cannot Dbe altered, if the modeled gate output really has
to respond to the input transition. 2As ‘algorithm which

correctly handles this situation has to schedule an
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output event, due to an input transition, for the
"current time + inertial delay". If a new input transition
occurs before thé time scheduled for the output event is
reached, and the‘output value calculatedwith the new
input configuration is different from that predicted in
the scheduled event (i.e., the new value is equal to
the current wvalue, 1in the case of two-valued  logic),
then this event must be cancelled, as in Fig. 2b.
: |
é@ ‘ | fo '

Pl ’ : gi — ‘ Pcant | lowsr limit i ., == ‘ : /‘ \
| ‘? real = | for togic 8 ‘ , ‘
T i i/ - ~ upper limit - ; / i
¥ IO S T ‘ : for logic O =remfr—r—]— i
- modelled ’ ‘
output \ ’ T "
. L cancelled (= -~
-—1memd<-— | —3inertial J&~ gyent inertiol k. ]
delay delay delay |linertiol
} ‘ fromfo delay
from t,
(a) output rgoches_the:‘ofh'er logic {b) output doesn't reach {c) output reaches the other
value (without mmql charge) the other logic value logic vaiue { with initial
charge }

Figure 2 - Timing Diogroms for an Inverter with Insrtial Delay

A more | exact algorithm would consider if the
gate output capaclitance has yet some charge due to
previous input transitions. A smaller inertial delay has
to be added to th@ current time at this new transition, as

in Fig. 2c.

If this procedure is followed, and we have two-
-valued logic, t%en we will never have more than one’
future event scheduled for a gate. A reference for this
event will be needed in the gate evaluation routine,
because depending| on new input transitions the event can
be due to cancel;ation.
‘ - s
| BIBLICTESA
| cph P
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2.4 Two-Valued Logic with Different Delays for each

Transition Direction

Modeling different delays for each transition
direction can be considered with or without inertial
delay. If we are considering inertial delay, different
delays for each transition direction can be easily
obtained if we have different curves for the charge and
discharge of the gate output capacitance. We don't need
to make any additional considerations about event

scheduling and cancellation.

If we are modeling different delays for each

transition direction without considering inertial delay,

.then Fig. 3 shows what could happen. An output

event 0 - 1 is scheduled for td due to an input
transition at ta=td-tplh. A later input transition at
tb creates an input configuration that makes the output
value equal to 0, and the corresponding output event
should be scheduled at tc=tb+tphl. If tplh < tplh, it
can happen that tc < td. Clearly the event at td must

fo tc fb te fc Td

o

fe————tPLH ——
[e——tpHL

Figure 3.- Different Delays for each
Transition Sense



be cancelled and| the new event at tc doesn't need to be
scheduled due to the selective trace. If another output
‘event is scheduled for a time te < td, it can be easily
proved that the‘time tc for the new event cannot be
smaller than te.‘ Times te and tc must both be calculated:
as the sum of the input transition time and tphl, so

that only one event can be due to cancellation.
|
\
|
|
3. SELECTIVE TRACE AND THE FUTURE EVENTS

Selective Trace is a technique which evaluates

at each simulati&n step only those gates which potentially
can ~have an output transition, i.e., those which have
an input transitﬂon at this time. As we see in Fig. 4,
the existence of many future events must be considered
when selective trace 1is to be applied. At t=0 the

current value oﬁ C is 0 and the new calculated value is

1, so that an ev%nt is scheduled for t=10. At +=5, +the

current wvalue of C is still (0 and the new calculated

value is also 0, go that we could think that no future

Eeded due to this input transition. However,

event would be n
the new calculated value should be compared with the
value just before| t=15 (which is 1), not with the

current value, bgcause only at t=15 the new value will
appear at the output, due to the delay. Then a future

|
event must be scheduled at t=15. So, by using the

. \ .
selective trace technique we must always compare the new
calculated value With the value stored in the event
notice for this gate which has the greatest scheduled

time. \
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Figure 4 - Selective Trace: an Example of Comparison
| with a future Value.

4. CONSEQUENCES OF THE TIMING MODELS FOR THE SIMULATION
ALGORITHM

i We have deduced some properties about the event

i list and the operations on it, which are of course valid

: only for the timing models considered. They will be
used now to derive the information which must be

maintained by the simulation algorithm and how it must

; be used and updated when the basic operations on the

; event list are executed (execution, scheduling and

cancellation of events), in order that the selective
§ trace can be correctly applied. Two different cases
: must be considered, namely, simulation with or without

inertial delay processing.

4.1 Simulaton with Inertial Delay Processing

This is the easiest case, because only one

future event can be scheduled for each gate. The only

information needed by the simulation algorithm, for each
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gate, 1is a pointe¥ to its unique scheduled event

notice LED (Late?thvent~Pointer). Be

= NIL

T Lep [6]d.v
=NV

Concelthe‘event’pokﬁed out by LeP [6]
v from the event list

o

LEP[G] <— NiL

Schedule évent (6, NV, NT) in the event list
\

Ler[e]] points to this event

)

Figure 5- Proc?essing wich Inertial Delay: Actions afteran
Input Transition ( Ggte Evaluation Routine has given the values
NV-New Logic Value- and NT-New Time-)

SV the currentllogic value at the gate ocutput,

\
LEP+.V the output %ogic value corresponding to the event
notice pointed out by LEP,
\
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LEP+.T the time at which the event notice pointed out by

LEP 1is to be processed,

NV the new gate output wvalue calculated as a result

of an input transition, and

NT the calculated time (aécording to the timing
model), at which the value NV is to be assigned
to the gate output.

When an event notice [gate G, value V, time T]
is taken from the event 1list as the next to be processegd,
three actions must be performed by the simulation
élgorithm:

1. SV(G):= V

2. LEP(G):= NIL, because this was certainly the only

event scheduled for this gate

3. Remove the event notice from the list.

When a gate has an input transition, and its
function accordingly gives NV and NT, the actions shown

in Fig. 5 must be executed.

4.2 ~Simulation without Inertial Delay Processing

In this case, at some point t1 a gate can have .
many future events for ti""tj>t1’
information is needed. 1In addition to LEP, the following
variables will be used:

so that more

COUNT, a count of the number of events scheduled for each

gate at some moment during the simulation run;

LV, the logic value stored in the latest cvent notice for



each gate;

LT, the time at which the latest event notice for each gate

is to be processed; and

VLV, the logic value stored in the latest buv one event

notice for each gate.

q%%ib
Figure 6.- Processing without

svle]}<«— EV inertial Delay: Actions after an
¢ Event (6, EV, ET) was taken from

, ' the Event List to be processed .
COUNT [6] «— counT [6]-1 ‘

> LV [G] «— 5V [6]

|

LEP[G] €«— MIL

viv(e] «— sv(a]

Figures 6 and 7 show respectively the actions
to be taken when an event notice has to be processed
and after the gate function has evaluated new values NV
and NT. The pointer LEP can assume the value NIL in
two situations: 1) when there is really no event
scheduled for the gate, and 2) when the latest event was
cancelled, there are other events for the gate, but a
new event was not yet scheduled for it since the
cancellation. As we remember, two consecutive event
cancellations for the same gate never occur, so that the
knowledge of the latest c¢ovent is not necessarily needed

after a cancellation, until another scheduling is done.
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=NIL
YES
Figure 7.- Processing without
,‘ ' | Inertial Delay: Actions after an
i Cancel the event pointed out by LEP[G]i " Input Transition{Gate Evaluation
, ' COUNT[6] <— count[6]-1 | | . ‘Routine has given the values Nv-
f Lvle] <— vivle] | New Logic Value- and NT - NewTime-)
[ ‘ viv[e] <— empty : ; '
LT[6] <— empty
LEP[6] <«— NIL
e
NO
YES

Schedule event (6, NV, NT)
COUNT[G] <— COUNT[G]+1

vivie] <— wLv[e]
Lvie] <— nv
LT[6] «<— NT
LEP [6] points tothe new event

Because of this possibility the logic value and the time

corresponding to the latest event cannot be accessed
always through LEP, and must be maintained in another
variables. LV and VLV are initialized with the same

logic wvalue assigned to the gate output at the beginning

of the simulation (i.e., §V). Always when there is only
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one event scheduled for the gate, VLV has again the
current gate output logic value Sv. If there 1is no event
scheduled for the gate, both VLV and LV have again this

value SV.

5. CONCLUSIONS

We have shown that very simple algorithms, which
usé a very simple data structure besides the event list,
namely a pointer to the latest event notice associated
with eéch gate and some few variables, are needed in
order that an event oriented logic simulator correctly
processes four different significant timing models and
implements the selective trace technique. The organization
of the event list was not considered in this paper, and
it can be deduced from the conclusions that it has no

influence over the presented models and algorithms.
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